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Abstract  In order to generate a quality-guaranteed tape-out as the objective of CMOS design, diverse analog integrated 

circuit synthesis flows have been proposed to address the drawbacks of the traditional iterative design flow that may meet 

performance requirements but super time-consuming. Due to the indispensable impact of Layout Dependent Effects (LDEs) 

on electrical performance, standard models of LDEs have been developed to consider stress incurred effects such that 

simulation tools with built-in LDE models would provide results with higher accuracy at the advanced technology nodes. In 

addition to a survey of the universal synthesis flows, this paper put more emphasis on layout-aware circuit sizing by 

exhibiting a comprehensive literature review in this area. In particular, two dominant LDEs, Well Proximity Effects (WPE) 

and Shallow Trench Isolation (STI) effects, are discussed along with our experiments that aim to illustrate the severity of the 

induced performance degradation especially on sensitive devices even in the general analog integrated circuit 

building-blocks. Based on the exposed relationship between LDEs and circuit performance as per our experiments, the 

layout-related issues need to be seriously addressed in the next-generation analog synthesis methodologies and flows. 
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1. Introduction 

Semiconductor industry aims at developing more compact 

electronic products while maintaining higher speed and 

increasing functionality at lower cost. Moore’s Law provides 

sound prediction to scalability of MOSFETs in industry that 

facilitates to achieve this objective. From the old technology 

to contemporary 20nm and below technology nodes, analog 

integrated circuit synthesis flow is never an obsolete topic as 

it is the key from the designers’ perspective to provide a 

stable, malfunction-free, and low-cost design regarding 

power, chip area and redesign effort, and further a successful 

type-out with sufficient design-for-manufacturability 

included. In the course of pursuing a high quality tape-out 

design, Layout Dependent Effects (LDEs), which are not 

prominent at old technology nodes, becomes increasingly 

influential with respect to circuit performance in the 

advanced technologies. Electrical parameter variations have 

been widely observed due to the stress incurred effects. 

A macro standpoint of analog circuit synthesis includes 

topology selection, device sizing and layout generation (i.e., 

placement, routing and parasitic extraction). In the micro 

scope at the circuit level, it only comprises topology  
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formation and device sizing, whereas layout synthesis 

referring to the stage of layout generation resulting in a 

post-layout netlist is excluded from circuit synthesis. 

According to Kruiskamp and Leenaerts [1], circuit topology 

selection is to select device set out of hundreds of 

combinations. Each set behaves as one stage of the whole 

design at the schematic level. For instance, an operational 

amplifier (OPAMP) is composed of an input stage, a gain 

stage, and an optional output buffer. Das and Vemuri [2] 

introduced a genetic algorithm (GA) based framework for 

topology synthesis based on their previous work, ATLAS. 

Detailed classification of design automation techniques for 

topology synthesis before 2008 can be found in [3]. 

With respect to circuit sizing, this design stage is targeted 

at determining device geometry that is necessary in early 

part of the design flow. Device geometry, specifically in 

CMOS technology, mainly refers to transistor width (W) and 

length (L), and resistor/capacitor/inductor nominal value. 

Some others may include circuit bias information into the 

sizing task. Till now, circuit sizing is still mostly done 

manually or semi-automatically by experienced analog 

designers and therefore is a time-consuming and error-prone 

task [4]. Automatic sizing tools are normally very 

application (i.e., circuitry) specific and problem (i.e., 

specification) specific. 

Layout generation following the completion of the sizing 

stage is a critical process, which can significantly affect the 

performance of fabricated chips. It is common that a 
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well-designed circuit at the schematic level but omitting 

layout consideration is not able to function after fabrication 

in the advanced technologies. Layout information refers to 

physical placement and wiring with implication of parasitics 

and performance-related effects brought about by 

neighboring devices and common underneath substrate. 

Those effects are found to be extremely prominentand can 

cause performance degradation when a symmetric structure 

(e.g., current mirror and differential pair) appears in a 

mismatch manner. As the technology scalesdown towards 

even finer grid, LDEs become more significant. Traditional 

design flows handle LDEs in an iterative redesign manner 

until all the specifications are satisfied. Apparently, this 

costly redesign flavor is not beneficial. Therefore, some 

so-called layout-aware synthesis approaches have come into 

being. This paper will mainly conduct a comprehensive 

literature review on layout-aware synthesis approaches. 

Furthermore, some work on improving efficiency in terms of 

less design cycles is also discussed besides the introduction 

of parasitic modelling as well as Well Proximity Effects 

(WPE) and Shallow Trench Isolation (STI) modelling. 

The rest of this paper is organized as follows. Section 2 

reviews most of the published works from the literature on 

analog layout-aware sizing up tolate 2013 to the best of our 

knowledge. In addition, the background of WPE and STI is 

introduced. Section 3 gives the standard modelling for WPE 

and STI used in most prevalent Electronic Design 

Automation (EDA) tools. Section 4 provides our 

experimental findings on WPE and STI affecting circuit 

performance. The last section concludes this paper in 

addition to providing recommendations and implications to 

analog designers. 

2. Layout-Aware Circuit Sizing 

An overview of the state-of-the-art synthesis techniques 

appearing before 2008 has been documented in [3], where 

the classification criterion is based on the methods for 

attaining circuit architecture or topology as the first stage in 

the design & synthesis flow of analog integrated circuits. As 

our focus in this paper, circuit sizing, also known as design 

parameter optimization, normally takes place during or after 

the topology selection. The sizing objective, which is 

supposed to be closely related to performance, can be 

alternatively evaluated by analytic equations (sometimes 

called cost function), numerical simulation that can more 

closely reflect the real-world circuit performance, lookup 

table that is somehow a mapping to selective simulation 

results, symbolic analysis or performance models [3]. 

Different emphasis on various sizing properties can result in 

diverse optimization approaches. Therefore, in this literature 

review of layout-aware analog integrated circuit sizing, we 

categorize the covered works into a limited number of bins. 

Firstly, the main criterion of categorization is the technique 

for realizing the sizing task. Secondly, it is based on the 

degree of simulation involvement for performance 

evaluation. Lastly, the pattern of layout generation as well as 

parasitic estimation is another criterion. The details of 

categorization by using these three criteria are discussed 

below along with the review of each work. 

2.1. Layout-Aware Sizing Techniques 

Based on the criterion of how to achieve the sizing 

objective, the layout-aware sizing works published in the 

past can be categorized to four groups: stochastic-based, 

deterministic-based, geometric-programming or symbolic- 

analysis-based, and Gm/Id-based techniques. 

2.1.1. Stochastic-Based Techniques 

Circuit sizing is getting even popular at the advanced 

technology nodes. Since the 1990’s, besides the universal 

application to the other fields, gene inspired evolutionary 

algorithms have been applied to the circuit sizing domain. 

Even though the convergence for this type of 

stochastic-based algorithms (including genetic algorithms, 

simulated annealing, particle swarm optimization, and other) 

is hardly proved, optimal solutions can be empirically found 

via a smart guide during the exploration process. Some 

control parameters, e.g., mutation and crossover rates in 

genetic algorithm, determine the searching quality by 

balancing the weight between overall exploration and 

localrefinement. 

Many works in the last decade of the 20th century dealt 

with topology selection and sizing separately, thus overhead 

was inevitable when useless topology was generated. 

Authors in [1] claimed their CMOS OPAMP synthesis tool 

called DARWIN, using genetic algorithm, can 

simultaneously deal with topology selection and sizing. They 

translate circuit specification and constraints into certain 

representations used in genetic algorithm in order to require 

less expert knowledge for circuit optimization. Their tool can 

cover different topologies in an efficient way. However 

nowadays, as the CMOS technology is scaling down, this 

tool may not be applicable due to lack in addressing many 

LDE issues (e.g., WPE and STI), which were not found 

prominent at the old times. 

Vancorenland et al. [5] promoted the idea of analog circuit 

design from [1] to a new one involving tasks of circuit sizing 

and layout generation, in addition to parasitic estimation 

mainly addressed in [6]. The coupling of sizing and layout 

generation was made possible in the proposed layout-aware 

synthesis method, which contained differential evolution 

algorithm optimization, equation application (cost function), 

numerical simulation, and layout generation by using layout 

templates. The adopted Hooke algorithm in fitting the cost 

function was non-stochastic and thus contributed to faster 

convergence. The evaluation of the fitted cost function 

employed a mechanism that combined few steps of model 

approximation with one simulation insertion to refine the 

model. According to the authors, this combined evaluation 

mechanism could largely increase the accuracy. However, 

this improvement was ensured at the cost of actual layout 
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generation and detailed parasitic extraction. 

According to Rutenbar [7], Simulated Annealing (SA), 

which is a statistical and heuristic process, uses either some 

numerical cost functions or circuit-level simulation for 

verification. Design knowledge based optimization is usually 

integrated with such a heuristic technique to improve 

exploration efficiency. For instance, De Ranter et al. [8] 

presented a specification-driven layout-aware CMOS RF 

design tool called CYCLONE. They used Adaptive 

Simulated Annealing (ASA) package as their search engine. 

A thought similar to [5] is that the circuit sizing and layout 

generation are combined for the optimization of oscillators. 

This tool includes three major components, the optimization 

startup, the optimization loop using electromagnetic 

simulation, and the layout generation. The design 

configuration file and technology layout file are inputs of the 

layout tool to form leaf cell branches, which are used as the 

building blocks to the final layout. The use of parameterized 

leaf-cell-based design method facilitates parasitic estimation 

in each layout generation step. The use of 

technology-independent template-based layout generation 

decreases the effort to generate redundant physical layout as 

that in [5]. 

Agarwal et al. [9] illustrated the importance of including 

layout information in circuit sizing by comparing the 

deviation in performance with and without parasitic 

consideration. Their core engine to size the circuit is SA. 

Ranjan et al. [10] proposed a slightly different approach, 

which uses a symbolic performance models (SPM) generated 

by using equations from small-signal models. The SPM is 

used as the evaluation method instead of real simulation in 

the sizing engine of SA. Due to the integration of 

intelligence into performance evaluation (by using 

symboliccost function), it can also be grouped into the 

symbolic-analysis-based techniques detailed in Section 

2.1.3.Another work from Agarwal and Vemuri [11] used a 

similar sizing engine, but put more emphasis on the 

estimation of layout parasitics in RF circuit synthesis 

considering worst-case corners. 

Choi and Allstot [12] employedparticle swarm 

optimization (PSO) and ASA for parasitic-aware RF circuit 

design. The proposed design process used a commercial 

simulator, such as HPSICE or SPECTRE, along with curve 

fitting tool in MATLAB to provide parasitic-aware synthesis. 

However, the details of parasitic modelling are unclear from 

the paper. Although the design process looks to be faster than 

the conventional SA technique, the two provided examples 

show the number of iteration to be more than 1000. From 

common sense, applying curve fitting for parasitic modelling 

and using a commercial simulator with a large number of 

iterations are likely to be expensive in terms of CPU time. 

An integrated circuit sizing method with floorplan 

variation plus simulation for performance evaluation was 

introduced in [13]. At each step a floorplan is generated and 

parasitics are estimated using the floorplan and transistor 

size. After convergence, several floorplans are considered 

for performance evaluation. Once a floorplan is selected, a 

layout is then generated, extracted and verified. If the 

specification is not met, the loop would be executed again. 

This simulation based method tends to be CPU-time costly. 

Although the core of sizing in this paper is not reported in 

further detail, its iterativetrail-and-see mechanism moves us 

to consider this work inside the category of the 

stochastic-based techniques.  

2.1.2. Deterministic-Based Techniques 

Any gradient-based error-minimization-directed 

optimization technique falls into this category. The normal 

way is to propose an objective function mostly featuring 

minimization of an error resulting from the difference 

between specification and evaluation. 

Schwencker et al. [14] proposed an automatic sizing 

method for analog integrated circuit. They introduced 

structural constraints as circuit knowledge in the sizing 

process. Their sizing algorithm is based on linearization with 

sensitivity coefficient and gradient-based method for better 

convergence. The authors claimed that considering structural 

constraints could reduce design parameters and cut down 

simulation time, as well as being insensitive to process 

variation. 

Dessouky et al. [6] introduced an approach incorporating 

layout parasitics and physical layout constraints during the 

sizing process in early design stage. This approach shortens 

the sizing-layout iteration by using the following two 

knowledge-based tools. Their sizing tool runs first when 

every device folds. During the parasitic calculation process, 

the sizing tool continues to run and interact with a 

constraint-driven layout tool iteratively to make 

compensation for parasitics up to the point where parasitics 

keep unchanged. After this, a real layout is generated. That is 

to say, physical layout generation is just one-time cost. Their 

sizing engine (COMDIAC) is a semi-deterministic tool. The 

heuristic trial for dc current needed for every transistor to 

realize the given specification is considered to be a stochastic 

approach, whereas for a given trail current, the transistor 

sizes can be calculated via simple monotonic numerical 

calculation and thus considered to be deterministic. 

Habal and Graeb [15] proposed an automatic 

layout-driven synthesis flow. Their sizing steps include 

partitioning the problem into sub-problem by using 

linearized approximation of constraints and specification 

with respect to design parameters in a manner identical to 

[16], and then solving sub-problem by using a modified 

trust-region algorithm. The whole work even includes 

SPICE simulation for evaluation, parasitic capacitance 

extraction by an integral equation field solver, and placement 

optimization with B*-tree. In some optimization approaches, 

the designers’ knowledge is imperative to continue the sizing 

process, which is based on a deterministic algorithm 

introduced in [17]. The entire synthesis process was arranged 

at the cost of additional effort in layout exploration and 

extraction. Overall this work is quite comprehensive in the 

circuit synthesis domain, although it tends to experience 

costly layout generation for every sized alternative.   
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Another deterministic algorithm in [18] was proposed to 

consider process variation in the automated design of analog 

circuits that include mismatch-sensitive components. With 

respect to the consideration of manufacturing and operating 

variation, Schwencker et al. [17] proposed a generalized 

boundary curve (GBC) to decide the step length within an 

iterative trust-region optimization algorithm. Applying the 

nonlinear cost function on the linearized objectives can 

largely cut down the iteration number during the 

optimization. 

A sizing approach by using combined techniques was 

proposed in [19]. In this work, a transistor-level simulator 

(HSPICE) is used with simulated annealing technique for the 

first phase of sizing. In the second phase a deterministic 

method is used. Template-based layout generation, which 

takes a few seconds to generate layout, is deployed along 

with Cadence PCELL and SKILL programming language 

[20]. At first the sizing engine selects a set of random values 

within a range. For those values, the Geometric Constraint 

Module selects a candidate from a set of layout styles. And 

then the parasitics are extracted from the selected layout and 

the performance is evaluated. If the specification is not met, 

the loop is executed again. 

2.1.3. Geometric-Programming-Based or 

Symbolic-Analysis-Based Techniques 

In this category, local unconstrained optimization is 

adapted to constrained optimization, such as Geometric 

Programming (GP), which keeps popular for fast analog 

synthesis. It is a convex optimization problem, which can 

include a set of performance constraints modeled from the 

given technology parameters and the required specification, 

as well as a set of symbolic interconnect parasitics 

formulated with geometric requirements and floor planning. 

The symbolic floor planning and routing constraints enable 

to use a set of parasitic expressions so that interconnect 

parasitics can be enclosed inside the circuit sizing phase. 

Finally, a GP solver [21] is deployed to provide a solution, 

which not only attains the desired circuit performance but 

also concurrently considers layout induced parasitic effects. 

Such GP solvers, using standard interior point algorithm [21] 

and being able to solve large convex optimization problems 

efficiently, can be readily accessed in the public domain. 

Reference [22] exhibited a fast parasitic-aware synthesis 

approach, which considers the performance constraints and 

layout induced parasitics simultaneously within a concurrent 

phase of circuit synthesis. The GP-based sizing algorithm 

can include both device intrinsic parasitics and interconnect 

parasitics induced from layout floor plan. The analytic 

expressions of interconnect parasitic substrate and coupling 

capacitance can be further improved with the aid of the 

workin [23].  

Another single-GP-process-based optimization [24] 

divides the design space into sub-problem by using 

piecewise-linear fitting (PWL) instead of genetic-algorithm- 

based modelling (GAP) in order to achieve accuracy 

improvement without compromising complexity. Given 

specific performance requirement and circuit topology, only 

a limited number of sub-spaces is needed and calculated 

rather than a costly blind search for all the sub-spaces. 

Without involving multiple GP execution for fine tuning, the 

optimization efficiency can be improved. However, a sound 

balance ought to be made between the GP process execution 

iteration and the knowledge-involved design effort regarding 

sub-space simplification. 

2.1.4. Gm/Id-Based Techniques 

Based on the fact [25] that transconductance over drain 

current (gm/Id) is only related to node voltage (Vgs) 

regardless of device size, a Gm/Id-based approach is applied 

in the analog circuit sizing domain. A pre-built table from 

unit-device numerical simulation results is maintained for a 

given technology node. This table reflects the mapping 

information among reference current (IREF), reference size 

(SREF) under a given bias condition, and constant node 

voltages (Vg, Vs, and Vd). 

Driven by a similar idea of layout-aware synthesis, Liao et 

al. [26] developed a user-friendly GUI in a layout-aware 

analog synthesis tool (LASER). Anovel parasitic-aware 

circuit sizing flow was provided to realize the combination 

of sizing and layout consideration. This work is similar to 

[27], both of which are based on a bias-driven sizing 

approach introduced in [25].Tracing back a little further, 

these three works should be credited to [28], which promoted 

the Gm/Idmethodology originated from[29]. Although the 

bias-driven sizing approach seems to be able to reduce the 

modelling effort and improve the modelling accuracy, these 

works suffer from a lack of sufficient details on Gm/Id 

lookuptable maintenance as well as parasitic modelling. In 

addition, reference [25] fails to provide any modelling 

equations for intrinsic capacitance over current (C/Id), which 

seems ideally linear from the provided chart. In addition, 

according to its methods on how to resolve optimal node 

voltages and conduct Gm/Id by linear programing, we can 

also categorize it into the symbolic-analysis-based 

techniques detailed in Section 2.1.3. 

In summary, the convergence of the stochastic-based 

techniques is hard to be proved mathematically and the 

execution time is mostly undesirable, although they are 

often resorted to as a practical search engine for optimal 

solutions. The deterministic-based techniques meet the 

industrial preference of generating fixed output results 

given one input. However, how to escape local minimais 

always a challenging task for the construction of sound 

deterministic algorithms. If a thorough traversal scheme is 

deployed, the required analog designers’ domain knowledge, 

which is indispensable to reduce the optimization 

complexity, is always found to be over the head of regular 

users. In contrast, the guaranteed optimality and short 

execution time are highly favorable for the GP-based or 

symbolic-analysis-based techniques. However, there is 

controversy regarding GP modelling accuracy for analog 



 Microelectronics and Solid State Electronics 2014, 3(1A): 17-29 21 

 

 

integrated circuits. Nevertheless, the GP-based or 

symbolic-analysis-based techniques can perform very well 

if they are used as the first stage followed by another 

stochastic or deterministic-based sizing stage. Gm/Id-based 

techniques have a problem on the construction and 

maintenance of lookup tables for different technologies. 

Their efficacy needs to be confirmed especially at the 

advanced technology nodes. Despite that, the idea of design 

target transformation from devicegeometry to bias condition 

is indeed insightful. 

2.2. Other Categorization Criteria 

The previous works on the layout-aware analog sizing 

from the literature can be also categorized as per other 

criteria, that is, how to evaluate performance during the 

sizing process, or how to generate layout and estimate 

parasitics. 

2.2.1. Schemes of Performance Evaluation  

The easiest and almost the most accurate way of 

performance evaluation is device-level numerical 

simulation, which is widely supported in prevalent EDA 

tools. Due to the high cost in CPU time, analytic equation 

(or cost function) based approach is an alternative to 

evaluate circuit performance. Considering the controversial 

accuracy of the analytic/cost-function modelling, a smart 

combination of both approaches above seems favorable 

regarding the balance between efficiency and accuracy. For 

simplicity and clarity, only the reference index is listed 

below according to the applied schemes of performance 

evaluation. As for the process of verification, numerical 

simulation is actually used in almost every work. So here 

the categorization is made on the performance evaluation at 

the sizing stage instead of the final verification stage. 

1. Numerical simulation: [9, 12, 13, 15, 16, 18, 19, 31]; 

2. Analytic/cost-function: [1, 2, 8, 10, 11, 14, 17, 22, 24]; 

3. Combination of numerical simulation and analytic/ 

cost-function: [5, 6, 25, 26, 27, 28, 29]. 

As those Gm/Id-based approaches need lookup table 

construction with data coming from numerical simulation 

for a given technology, we group them into the combination 

class. 

2.2.2. Schemes of Layout Generation and Parasitic 

Estimation 

Traditional layout generation is mostlya manualprocess 

and thus time-consuming and error-prone. Thanks to the 

accomplishment of PCELL-like tools, schematic-driven 

layout generation flow has been built in popular EDA tools, 

such as Cadence Virtuoso [20]. This can be somehow treated 

as a semi-automatic process because the actual placement 

relies on the knowledge of analog designers. Furthermore, 

multiple device properties need to be set one by one, like 

bulk style (integrated or detached), S/D orientation, dummy 

margin, intra-device pre-routing (gate routing),etc., which 

prolongs the design process. Routing tasks are accomplished 

through different algorithms, whose quality depends on net 

weight, symmetric constraints, and parasitic consideration. 

After that, parasitic estimation follows, which can be 

categorized in four groups: using commercial off-the-shelf 

extractors such as Mentor Graphics PEX [30], using macro 

models, using analytic estimation models along with 

curve-fitting parameters, and no parasitics considered or 

unclear in the estimation method. 

Reference [9] removes the actual layout generation and 

parasitic extraction from the optimization loop. Instead it 

presents a macro model for parasitic capacitance estimation. 

It divides the circuit into different modules and devises 

models for inter- and intra-module capacitance. It uses a 

procedural layout generator (PLG) environment called MSL 

(Module Specification Language) to generate parameterized 

layout after the completion of sizing and an off-the-shelf 

extractor is used to extract the layout parasitics. As the 

module size may change during the iteration, it creates a 

lookup table called Module Characterization Table (MCT). 

By using this MCT and linear interpolation, the work of [9] 

is able to estimate the parasitic values during circuit sizing 

phase. Data in the MCT is used to construct a variety of 

macro models. One prominent drawback for the 

interpolation operation is that the change in capacitance at 

smaller technology nodes, especially fringe capacitance, 

might not be linear to geometry size as overlap capacitance. 

Another aforementioned work [10] also used MSL to 

generate layout and off-the-shelf extractor to extract 

parasitics. Its key featureis that the adopted SPM can take all 

the capacitances in the small-signal model and combine 

some contributing parasitics identified from previous sample 

layouts. In [11], SA is first used to size the circuit by 

simulating the netlist with presence of parasitics, which is 

obtained from MCT discussed above. When converging, it 

finds a feasible region and determines the worst-case 

parasitics by using the feasible region with a placer. Then it 

makes local changes to cope with the interconnect 

capacitance for the worst-case scenario. In addition to corner 

analysis that is taken into account within this work, the 

methodology heavily suffers from high CPU-time cost of SA 

and off-the-shelf extractor. Besides that, making local 

changes might result in considerable capacitance variation 

compared to the parasitics previously estimated. 

Another parasitic-aware sizing method proposed in [31] is 

close to the traditional approaches. But instead of taking 

single layout information, it considers the parasitics of 

several previous runs to resize the circuit. In each loop, the 

circuit is resized, placed, routed, and extracted. An 

off-the-shelf extractor and simulator are used to extract 

parasitics and run simulation. At each step, the best- and 

worst-case capacitance corners are generated to make the 

optimization robust. However, one disadvantage of this work 

is inclusion of routing, floorplanning, and extraction inside 

each loop as well as performance evaluation with a 

commercial simulator might take a long time for the 

optimization to converge. 

The following is the detailed categorization for the review 

purpose: 
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1. Off-the-shelf: [10, 15, 17]; 

2. Marco-model: [9, 11, 31]; 

3. Analytic estimation model: [5, 6, 8, 13, 19, 22, 23, 26, 

27]; 

4. No parasitic consideration or unclear: [1, 2, 12, 14, 16], 

18, 24, 25, 28, 29]. 

A summary of the adopted classifications on the previous 

works is illustrated in Table 1. 

3. Design Automation with Layout 
Dependent Effects 

3.1. Well Proximity Effects (WPE)  

The layout dependent effects discussed in this paper 

mainly include WPE and STI. They largely affect the 

performance of the circuit if not properly handled. During 

the implant process, some of the ions scattered from the edge 

of photoresist are implanted in the silicon surface near the 

mask edge, changing the threshold voltage of these devices 

by upwards of 100mV [32]. This effect is known as well 

proximity effect. The result of WPE is the formation of a 

graded channel due to a MOSFET placed too close to a well 

edge. This graded channel can cause the shift of electrical 

characteristics of the MOSFET. 

The WPE is a strong function of the distance of a 

MOSFET from mask edges. The electrical parameters of the 

MOSFET due to WPE show larger variation if it has shorter 

distance from the edge of well mask. As exposed in the 

BSIM model [33], they can be analytically expressed in the 

following, 

Table 1.  Summary of the adopted classifications for the previousworks 

  

Sizing Engine 

Stochastic Deterministic 
GP or Symbolic- 

Analysis-Based 
Gm/Id 

Parasitic 

Estimation 

Methods 

Off-the-Shelf [10] [15][17]   

Macro Model [9][11][31]    

Analytical Extraction Model [5][6][8][13] [19] [22] [26][27] 

No Parasitic Consideration   

or Unclear 
[1][2][12] [14][16][18] [24] [25][28][29] 

Performance 

Evaluation 

Methods 

Numerical Simulation [9][12][13][31] [15][16][18][19]   

Performance Expression [1][2][8][10][11] [14][17] [22][24]  

Combination of Both [5][6]   [25][26][27][28][29] 

 

𝑉𝑡0 = 𝑉𝑡0𝑜𝑟𝑔 + KVTH0WE ∗ (SCA + WEB ∗ SCB + WEC ∗ SCC),                 (1) 

𝐾2 = 𝐾2𝑜𝑟𝑔 + K2WE ∗ (SCA + WEB ∗ SCB + WEC ∗ SCC),                  (2) 

𝜇𝑒𝑓𝑓 = 𝜇𝑒𝑓𝑓 𝑜𝑟𝑔 ∗ (1 + KU0WE ∗  SCA + WEB ∗ SCB + WEC ∗ SCC ,                 (3) 

where SCA, SCB, SCC are instance parameters that represent the integral of the first/second/third distribution functions for 

scattered well dopants. In most cases, the first order distribution parameter SCA dominates as it can already exhibit a 

reasonable level of accuracy. SCB and SCC are used when a fine tuning for the model is needed in order to match observed 

data for a wide variety of processes. KVTH0WE, K2WE, and KU0WE are threshold shift factor, K2 shift factor, and mobility 

degradation factor for WPE. WEB and WEC are just coefficients for SCB and SCC [33]. Note that the equations above can be 

estimated very quickly since they do not require any iterative calculation likevoltage-controlled components. The calculation 

of SCA is given as follows, 

SCA =
1

𝑊𝑑𝑟𝑎𝑤𝑛 𝐿𝑑𝑟𝑎𝑤𝑛

 
 
 
 
 𝑆𝐶𝑟𝑒𝑓

2   𝑊𝑖  
1

𝑆𝐶𝑖
−

1

𝑆𝐶𝑖−𝐿𝑑𝑟𝑎𝑤𝑛
  𝑛

𝑖=1 +

𝑆𝐶𝑟𝑒𝑓
2   𝐿𝑖  

1

𝑆𝐶𝑖
−

1

𝑆𝐶𝑖+𝑊𝑑𝑟𝑎𝑤𝑛
  + 𝑐𝑜𝑟𝑛𝑒𝑟𝑠_𝐴𝑛+𝑚

𝑖=𝑛+1
 
 
 
 
 

,            (4) 

where SCref for CMOS 65nm is 1μm. Wi and Li are segment distances along their corresponding Wdrawn and Ldrawn direction. 

Wdrawn and Ldrawn are channel width and length. In the case of irregular well shape, SCi are segment distances from diffusion 

edges to channel edges (orthogonal to Wi or Li). 
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The proposed method for extracting device parameters of 

a multi-finger transistor is to create a netlist for each finger as 

a separate device. In order to present a netlist with only one 

instance/entry for a given multi-finger device, it is 

recommended to average the well proximity parameters for 

all the instances of that device. This is accomplished by 

merely generating one instance for the multi-finger device in 

a netlist with NF defined as the finger number and 

SCA/SCB/SCC set as the average of all the fingers [32]. For 

instance, for a MOSFET with 3 fingers, 

NF = 3, SCA/SCB/SCC = (SCA/SCB/SCC_A 

 + SCA/SCB/SCC_B+SCA/SCB/SCC_C)/3.  (5) 

When looking back into the literature of WPE, Hook et al, 

[34] are among the first few who closely looked at the 

proximity effect and especially various impact of local 

environment on transistor characteristics. They provided 

data accounting for the necessity of WPE integration into 

compact model. Based on the findings [35] that lateral 

scattering of retrograde well implants may have impact on 

the threshold voltage and other effects, Sheu et al. [36] 

initiated a new compact model for SPICE addressing well 

edge proximity effect from process and physics perspectives 

and further being verified by circuit simulation regarding 

accuracy. This model has become quite standard now, even 

in the prevalent process development kits (PDKs) and used 

in optimization-based EDA flows with less redesign cycles.  

Drennan et al. [37] conducted a profound investigation, 

which brought about the popularity of WPE research. Plenty 

of electrical characteristic related findings were disclosed 

from that work. They pointed out a 20% -30% shift on bias 

points due to WEP & STI leading to failures in circuit 

performance. In addition, when the distance between a 

transistor and well-edge (Wspc) reaches below 0.945μm, Vth 

increases more than 10mV. This may drive the transistor to 

work from saturation region to near-saturation region if the 

Vdsat margin is not large enough, where Id may suffer from 

50% reduction. This impact fades and remains roughly 3–4% 

offset in the current if Wspc is larger than 3μm. Besides that, 

they also advocated the importance of considering S/D 

orientation effect and left-side and right-side overlap effect 

(LRO), both of which have not been taken into account by 

SPICE models at present.  

Actually for a PDK, Design Rule Check (DRC) deck 

prescribes all the layout rules. For instance, for a CMOS 

65nm technology, the minimal distance between well edge 

and an active device is 0.16μm. The more the device is close 

to the well edge, the more likely the circuit would be 

performing poorly or even not working. This would readily 

happen in the circuit structures where matching constraints 

are highly important to the circuit performance. 

Abo-ElHadeed et al. [38] highlighted the importance of 

considering a fusion between electrical performance and 

physical effects in early stages of the design flow in order to 

reduce the circuit design time with enhanced performance. 

An interactive layout-dependent effect estimation tool was 

developed to quantitatively estimate the deviation based on a 

given circuit placement with reference to the intended 

threshold voltage and current. Associated with pre-acquired 

operating point information, and pre-determined ranges and 

constraints on transistor threshold voltage and current, the 

estimator can efficiently generate deviations of Vth and Id. 

This can facilitate analog designers to make placement 

adjustment before routing. Although this method can save 

time for tuning deviation before the final routing stage 

instead of costly redesign, how much and in which direction 

the tuning process should be managed is heavily dependent 

on designers. Moreover, there is a lack of parasitic analysis 

and consideration in this work. 

A recent patent [39] documented a systematic method for 

proximity-aware circuit design. By pointing out the 

drawbacks of the previous arts for addressing WPE, namely 

“guardbanding” that can cause area penalties and the cyclic 

layout-simulation loop leading to time penalties, they have 

inserted a proactive WPE-aware design stage. This mainly 

includes varying instance parameters to determine 

performance-related constraints by selecting proper 

embodiments. This is followed by inputting those limited 

number of constraints into the layout instead of traditional 

trial& redesign in a brute-force manner. For example, by 

changing the SCA value, which can be inversely translated to 

well distances, a set of performance and/or yield related 

electrical parameters can be determined, such as Id and Vth. 

There must be certain points where the performance 

degradation is merely acceptable. Combined with minimal 

area consideration, only a limited set of SCAs (i.e., well 

distances values) is transferred as constraints to the layout 

stage (i.e., place & route) and further for simulation. 

Another patent [40] included extraction of netlist from a 

first-stage layout and estimation of LDEs. If the performance 

is not satisfactory, a feedback adjustment loop is added to 

provide weights and sensitivities of several LDEs, including 

WPE, poly spacing effects (PSE), and active spacing effects 

(OSE). A unified equation considering all the 

above-mentioned LDEs is attained by taking turns to enable 

each LDE in a normalized manner. Users have to set 

criterion ratio (0 to 1) and some WPE as adjustment aspect to 

help identify a limited range of performance improvement, 

assuming users have enough domain knowledge. A contour 

map representing objective adjustment is generated to help 

users understand the direct impact degree. Moreover, critical 

regions of the design can be generated based on the contour 

map, LDE weights, and sensitivities. Nevertheless, as the 

verification of the fitting polynomial equation is not given, it 

is hard to assess the improved efficacy of the proposed 

LDE-aware synthes is from this patent. In addition, this 

method requires additional information from the user to 

complete any feedback adjustment in the loop. 

3.2. Shallow Trench Isolation (STI)  

The shallow trench is formed during the process of 

transistor isolation by etching onto the wafer and filling with 

silicon oxide as isolation between active areas. This exerts 

mechanical force, which is a compressive stress applying to 
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the vicinities, i.e., diffusion areas. This stress is commonly 

referred as STI stress, also called Length of Diffusion (LOD) 

effect. SA/SB, STIW and other STI-related parameters are 

illustrated in Figure 1. SA/SB is a pair of distance parameters 

measured from the edges of each poly finger to its 

corresponding diffusion edges. For a layout netlist, each 

finger has its individual SA/SB pair. The width of STI (i.e., 

STIW) is measured from the edge of a device to its adjacent 

active area. A linear relationship between stress and layout 

information, SA and SB, is modelled by BSIM [33]. 

Stress = 1 /( SA+L/2 ) + 1/( SB+L/2 )      (6) 

 

Figure 1.  Illustration of STI factors 

The fundamental rule of thumb is that NMOS current 

decreases and PMOS current increases under a compressive 

stress induced by STI [41]. This effect is more prominent in 

CMOS 65nm and below technologies. According to [41], a 

transistor in 65nm technology may receive a stress 30% 

higher than its counterpart in a 90nm process when built with 

the identical layout. Its authors claimed that the influence 

became very small when an STI region was 5 μm away from 

the transistor, virtually no stress would be received on a 

transistor when the STI region was far away by 10 μm. Both 

of these findings are re-validated in our experiments reported 

in the next section. Zhang et al. [42] translated the 

specification and constraints into GP form (posynomial or 

monomial) by representing STI stress and WPE based on the 

BSIM model via curve fitting technique. However, the 

accuracy of their fitted models along with the obtained 

coefficients was not fully explained in the paper. This leaves 

doubt to the readers and makes hard to replicate their work. 

Kahng et al. [43] described a new methodology to 

combine detailed placement and active layer insertion to 

exploit STI stress for performance enhancement. LOD is 

modelled in BSIM4, but STI width (STIW) effect has not 

been included thus far. The STIW is of significance because 

increasing STIW or decreasing LOD can increase PMOS 

mobility, whereas decreasing STIW or increasing LOD can 

increase NMOS mobility. According to [43], STIW stress 

effect can affect drive current by up to 10%. However, they 

failed to validate their model, and this work was in the 

context of digital standard cell timing delay optimization. 

Moreover, they only took x-axis effect (parallel direction) 

into consideration in the stress model while neglecting y-axis 

effect (orthogonal direction).  

Bu et al. [44] examined STI y-stress effect on deep 

submicron PDSOI MOSFETs. They provided their model 

similar to SOI MOSFET compact model. Their experiment 

was conducted to eliminate the influence of STI x-stress by 

enlarging SA and SB to a sufficiently large value. While the 

mobility and threshold voltage variations induced by STI 

y-stress effect were modelled by adjusting u0 and Vth0 

according to different W and oxide definition shape, their 

models are very similar to the ones defined in BSIM4.5 

manual [33]. 

Another work by Yu et al. [45] suggested that if the 

channel width was no more than 1μm, the inverse narrow 

width effect of the STI isolation structure dominated. This 

supports the conclusion of [44] that the STI y-stress impact 

corresponding to channel width direction does matter. In 

addition, they stressed the impact of STIW as an echo to the 

observation from [43] through some experiment by varying 

STIW and finger numbers to investigatethe STI impact on 

threshold voltage and saturation current.  

4. Verification and Experiment 

4.1. Impact of WPE Mismatch 

The verification of WPE is straightforward as the 

WPE-related instance parameters SCA, SCB, and SCC are 

already considered in SPICE simulation with their presence 

in netlist. One can easily calculate SCA/SCB/SCC once 

layout information (i.e., transistor width, length, and well 

geometry) is obtained. By calculating SCA/SCB/SCC and 

comparing them with the ones used in extraction tool (such 

as Mentor Graphics Calibre [46]), one can verify whether 

those values match. These values can be edited in a netlist 

followed by re-simulation for any investigation purpose. 

Furthermore, to disable the calculation of SCA/SCB/SCC, 

one can easily disable WPE by setting WPEMOD = 0. 

In the following example, we will show a small mismatch 

of WPE in any match-sensitive structure would cause large 

variation of electric properties and even lead to circuit 

malfunction. Figure2 shows a stack style of current mirror 

layout in a two-stage operational amplifier depicted in 

Figure3 for its schematic. Here stack means the Nwell (NW 

layer in solid dark yellow lines) lays onto other devices in a 

flat view, which is deployed to facilitate our experiment on 

controlling the boundary of well. There are three devices, 

M5 (on the top), M3a (on the bottom left), and M3b (on the 

bottom right) in Figure2, whereas the differential pair (M1a 

and M1b) located besides M5 is not fully shown in the figure 

in order for this zoom-in view to exhibit the well boundary 

difference. M3a and M3b are current mirror pair, which 

needs to work at exactly the same operating condition 

assuring the same drain current (Ids), drain to source voltage 

(Vds), and gate to source voltage (Vgs). Apparently, a 

mismatch of stack is found in Figure2, where the distance 

between NW and M3a is 0.25μmand that between NW and 

M3b is 0.425μm. Gain of 60db is set as the specification of 

the OPAMP. In this case, the SPECTRE simulation result of 

the extracted netlist including any parasitics (both resistance 

and capacitance) and WPE are given in the second column of 
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Table 2. The 3rd column displays the result of simulation 

with netlist only considering RC butignoring WPE. The 4th 

column is basically a comparison set to the 2nd column 

ruling out the effect of parasitics by considering only WPE. 

The 5th one just results from schematic-level simulation 

ignoring both. The 6th one originates from a matched stack 

style, that is, the distancesfromM5 NW to both M3a and M3b 

are0.19μm equally.  

By comparing Set4 (which is the pre-layout simulation 

result considered to be ideal) and Set5, it is concluded that 

for matched devices, the distances from NW do not matter 

too much as long as the distances match. The distance of 

0.19μm is quite small and just a little larger than the minimal 

design-rule defined distance of 0.16μm, but no large 

variation of gain is observed. However, comparing Set1 and 

Set4/5, even the baseline, which should be at least larger than 

0.16μm, is moved farther (i.e., at farther place where WPE 

appear less significant for a single device as well as for 

matched-structures) from 0.19μm of the last experiment set 

to 0.25μm, and a mismatch of 0.425μm-0.25μm = 0.175μm 

indeed leads to an unworkable design. As Sets 1, 2, 3 and 5 

are post-layout simulation results, parasitics needs to be 

considered. The first three sets can give a sufficient clue that 

the layout interconnect parasitics do affect performance, but 

not as significant as WPE mismatch. 

M5M1a M1b

M3a M3b

0.25μm 0.425μm

Stack
Point

 

 

Figure 2.  Nwellstack style of layout of current mirror part in a two-stage 

OPAMP 

 

M5

M1a M1b

M3a M3b

 

Figure 3.  Schematic of a two-stage OPAMP 

Table 2.  Performance in different combination cases of WPE and RC parasitics, Sets 1-4 for mismatched stacks with the distances of 0.25μm and 0.425μm, 
Set 5 for matched stacks with 0.19μm distance 

Specification/Sets 1.WPE+RC 2.NoWPE+RC 3.WPE+NoRC 4.NoWPE+NoRC 
5.WPE+RC 

(matched) 

Gain>60dB 35dB 61.5dB 38dB 62dB 61.5dB 
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Even though nobody wants to make such a mismatch and 

the matched devices are usually placed symmetrically with 

explicit constraints, the situation of adjacent devices is 

normally unknown. Things may become even complicated if 

a well with irregular shape surrounds them. The neighboring 

geometries may not be exactly symmetric with respect to the 

matched pair. Those practical scenarios make our 

experiment and analysis meaningful. Therefore, analog 

layout designers should seriously consider WPE in the 

placement & route stage. Otherwise, any small WEP 

mismatch especially at sensitive nodes might readily make a 

circuit fail to function.   

4.2. Impact of STI 

Most of the previous works in the literature only expose 

the impact of STI on mobility. However, one cannot easily 

retrieve the factor or indicator of mobility itself. However, 

one parameter closely related to mobility after simulation 

can be discovered in equation (7). 

𝐵𝑒𝑡𝑎𝑒𝑓𝑓 (𝐴/𝑉2) =  𝜇𝑒𝑓𝑓 ∗ 𝐶𝑜𝑥𝑒 ∗  
𝑊𝑒𝑓𝑓

𝐿𝑒𝑓𝑓
     (7) 

𝐶𝑜𝑥 =  
𝐸𝑃𝑆𝑅𝑂𝑋 ∗  𝜀0

𝑇𝑂𝑋𝐸            (8) 

where μeff is effective mobility and EPSROX is gate 

dielectric constant relative to vacuum, 3.9 for SiO2. TOXE is 

electrical gate equivalent oxide thickness and 𝜀0  is 

permittivity of free space in (8) [33]. 

Calculated μeff can reflect an integral effect leading to 

mobility variation. WPE can be easily disabled by setting 

SCA/SCB/SCC = 0. Although STI is not offered with such a 

flexibility, the effect of STI can be minimized by setting 

SA/SB large enough. Futhermore, STI may not be accurately 

reflected for circuit-level simulation as NF is only 

meaningful in layout-related simulation. 

Different from μeff, U0 is the low-field surface mobility at 

nominal oxide thickness tnom. It is provided in any licensed 

PDK and model according to different bins (or called 

sections), which are sorted on basis ofMOSFET aspect ratio. 

Therefore, it is uniform for the devices within the same 

aspect ratio bin.  

Commonly speaking, model parameter U0 is kept 

unchanged regardless of device operation region. From the 

perspective of physics, once STI is inserted, the model 

parameter U0 should be re-modeled to reflect STI effect, 

namely U0_STI for this purpose. As can be seen from (9), by 

varing SA/SB from very long-distant to any closer locations, 

one can acquire a pair of operating parameters (Betaeff and 

Betaeff_STI) from simulations. The ratio exactly reflects the 

mobility change incurred by STI. By multiplying U0, the 

U0_STI is obtained.  

𝐵𝑒𝑡𝑎 𝑒𝑓𝑓 _𝑆𝑇𝐼

𝐵𝑒𝑡𝑎 𝑒𝑓𝑓
  =  

𝜇𝑒𝑓𝑓 _𝑆𝑇𝐼

𝜇𝑒𝑓𝑓
 =  

𝑈0_𝑆𝑇𝐼

𝑈0
      (9) 

U0_STI can be used to update any U0-based calculation in 

oder to consider the effect of STI. For instance, in order to 

calculate the carrier mobility under STI-considered Coulomb 

scattering effect for mobMod = 0 (10) [33], one need to 

simply replace U0 with U0_STI. Other parameters used in 

(10) can be found in [33]. 

 

𝜇𝑒𝑓𝑓 =
𝑈0∙𝑓 𝐿𝑒𝑓𝑓  

1+ 𝑈𝐴+𝑈𝐶𝑉𝑏𝑠𝑒𝑓𝑓   
𝑉𝑔𝑠𝑡𝑒𝑓𝑓 +2𝑉𝑡

𝑇𝑂𝑋𝐸
 +𝑈𝐵 

𝑉𝑔𝑠𝑡𝑒𝑓𝑓 +2𝑉𝑡

𝑇𝑂𝑋𝐸
 

2

+𝑈𝐷 
𝑉𝑡 ∙𝑇𝑂𝑋𝐸

𝑉𝑔𝑠𝑡𝑒𝑓𝑓 +2𝑉𝑡
 

2             (10) 

 

Figure 4.  Schematic of an n-input single stage common-source amplifier 
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As SA and SB are internal to a device, nobody wants to 

deliberately design them asymmetrically. A mismatch case 

makes no sense in practice even though it does cause serious 

degradation. Instead here a simple N-input single stage 

common-source amplifier depicted in Figure4 is used as a 

test case. The experiment was conducted with SPECTRE 

simulator by using BSIM4.5 model in one CMOS 65nm 

technology. The SCA/SCB/SCC are set to 0 for pure analysis 

on STI and the input AC voltage is 1mV. The result in terms 

of output voltage is illustrated in Figure5, where SA/SB 

=15000nm indicates that STI effect is minimized. 

As can be seen from Figure 5, the performance variation 

rises to 45.3% even it helps amplification in this case. Our 

analysis shows that the mobility variation, which can affect 

MOSFET electrical parameters such as Id, cannot determine 

the circuit performance increase or decrease, which actually 

depends on the circuitry structure. A simple explanation for 

the gain increase due to STI effect is that along with the 

increasingly serious STI effect (i.e., smaller SA/SB), the 

mobility decreases and so Id. Therefore, less voltage drop is 

found on the resistor and larger output (i.e., higher gain) is 

obtained. 

In summary, the mismatch of WPE caused by neighboring 

placement can lead to degradation of the circuit. Careless 

management of STI effects would result in unexpected 

mobility/Id variations making the circuit performance 

unpredictable. The illustrated experiments with high 

replicability can facilitate to identify whether a circuit 

malfunction is caused by WPE or STI. Considering the 

severity of WPE and STI effect that can result in circuit 

performance degradation or unpredictability, cautions and 

implications have been raised. A smart solution that can 

consider both in the optimization synthesis flow is highly 

demanded. 
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Figure 5.  Output voltage if given 1mV input under different STI effect 

5. Conclusions, Implication, and Future 
Work 

In this paper, we have reviewed diverse synthesis flows 

with a focus on layout-aware sizing algorithms. A 

classification of the related works from the literatures on 

layout-aware analog circuit sizing is made on the basis of the 

applied sizing techniques, including stochastic, deterministic, 

GP/symbolic-analysis-based, or Gm/Id-based approaches. 

Other categorization criteria, such as the schemes of 

performance evaluation and layout parasitic estimation, are 

also discussed. In addition, in this paper we reviewed the 

existing design automation techniques that take into account 

LDEs, mainly WPE and STI. We discussed the way how to 

verify them in the experiments. We also used simple 

exemplary circuits to demonstrate the significance of WPE 

and STI with respect to circuit performance. It is expected 

that 50% of Id variation, 100mV of threshold voltage 

variation, and 20-30% bias point shift would be even severer 

without extra consideration of LDEs at the advanced 

technology nodes. 

Experiments in Section 4 are sufficient to give analog 

circuit designers implication that efforts are still needed to 

address performance influential layout effects at the CMOS 

65nm and below technology nodes. Before a full-fledged 

CAD tool with accurate built-in LDEs models is available 

for use, analog design would continue to suffer from certain 

degree of redesign at least for fine tuning and verification. 

On the other hand, a real layout-aware synthesis flow, which 

can consider LDEs, is urgently demanded to alleviate the 

pressure imposed on the analog circuit designers. In our 

future work, we plan to further investigate S/D oriented and 

left-side/right-side overlap (LRO) well proximity sub-effects, 

PSE and OSE in addition to WPE, STI and parasitics. An 

automatic synthesis flow with LDEs consideration will be 

developed on the basis of the investigation aforementioned. 
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