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Abstract  This study seeks to obtain the best predictive model for a type 2 diabetes patients‟ FBS level at the Diabetes Unit 

of Ketu-South Municipality of Ghana. A two year historical clinical data from the Diabetes Unit was used. Demographic data, 

and random variables: patients‟ Fasting Blood Sugar (FBS) level, Body weight (BW) and Blood Pressure (BP) 

(systolic/diastolic) were monitored retrospectively every month. Mixed effects model for longitudinal data analysis approach 

was used. This approach had the added advantages of observing changes more accurately by increasing the power and 

validity of measuring the changes in FBS level. The analysis revealed cubic distribution trend in the mean FBS level of the 

patients, accounting for 91% of the variability in the data. The cubic trend implies that the FBS level fluctuates. Variance 

component was the fitted variance-covariance structure model for the mixed-effect regression model. Using a stepwise 

selection approach for the final model building, it was shown that the duration of treatment (time), weight, educational level, 

blood pressures (systolic and diastolic) significantly affect the FBS level. It is therefore recommended that upon further 

researches, the two linear regression prediction models viz. the reduced mixed-effect and trend models be encouraged and 

developed for healthcare providers, for strategic intervention and management of diabetes. 
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1. Background  

Although diabetes was thought to be rare in sub-Saharan 

Africa, recent studies from some countries suggests that the 

disease may now be more common in sub-Saharan Africa 

than previously thought (Cooper et al., 1997, Mbanya et al., 

1997, Aspray et al., 2000). Evidence suggests that 

environmental factors are major determinants of the 

increasing rates of diabetes (WHO, 1999). Overweight and 

obesity are increasing dramatically and contribute to the 

burden of diabetes mellitus and other chronic health 

conditions. Indeed, the modern environment and sedentary 

lifestyles promotes the risk factors that cause diabetes. The 

identified risk factors are classified as non-modifiable and 

modifiable. Age, family history and ethnicity are the main 

non-modifiable determinants of diabetes prevalence in 

Africa. Among the modifiable risk factors, obesity, the 

environment and lifestyle seems to be major determinants, 

since urban residents have a 1.5 to 4-fold higher prevalence 

of diabetes compared to their rural counterpart (Gill et al.,   
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1997). Kelley et al., (1993) also revealed that as weight loss 

progresses and is maintained, an improvement of glycaemia 

is evidenced by a reduction in glycosylated haemoglobin. 

Metcalf et al., (2014) conducted a cross-sectional survey of 

461 type 2 diabetes mellitus patients to predict 10-year 

coronary heart disease (CHD).They used Framingham 

equation and a United Kingdom Prospective Diabetes Study 

(UKPDS) equation. It was deduced that Framingham CHD 

risk score tends to be lower than UKPDS scores primarily in 

people above standard thresholds for drug treatment. 

Spangler et al., (2013) evaluated the contribution of 

pre-existing diabetes prevalence to cancer mortality. Their 

findings supported the correlation between diabetes mellitus 

and cancer at the population level since diabetes explained 

42% of the variance of total county level cancer mortality. 

Powers et al., (2008) also modelled the Effects of a 

Hypertension Self-Management Intervention on Diabetes 

and Cholesterol Control. This study used mixed effects 

models to compare changes in the HbA over time between 

two treatment groups (diabetes and LDL-C). The results 

showed a significant effect of self-management intervention 

on the unintended target of HbA, but not LDL-C. Irving et al., 

(2002) computed Insulin resistance using the Homeostasis 

Model Assessment (HOMA). They concluded that although 

association between hypertension and insulin resistance is 
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unlikely to be explained by altered microvascular structure 

and function, changes in the microvasculature are found in 

subjects with early and subtle elevations in blood pressure or 

fasting plasma glucose in advance of their crossing 

conventional thresholds for the diagnosis of hypertension or 

diabetes mellitus.  

In Ghana, few works were done on diabetes but fitting 

models for prediction of FBS level is extremely limited in 

literature. Since diabetes is a lifestyle non-communicable 

disease, there cannot be a general model for all health 

facilities due to drastic changes in socio-demographic factors. 

However, each local facility can design its own predictive 

model to predict diabetes and monitor the performance of the 

diabetic treatment and management plans. This research 

seeks to unearth a model with a longitudinal study for 

reliable prediction of the FBS level of the patients and 

determine the factors that significantly affect the change in 

FBS level of patients on treatment using the medical records 

at the Ketu South diabetes clinic. 

2. Materials and Methods 

2.1. Data Used 

Ketu South Municipal Hospital in Volta Region of Ghana 

is the only hospital in the municipality and at the 

Ghana-Togo border with diabetes clinic, serving both 

Ghanaians and Togolese along the southern border with 

diabetes. The study involved individuals who were clinically 

diagnosed of diabetes and put on therapeutic treatment at the 

Ketu South diabetes clinic from January 2012 to December 

2013. The medical records of the diabetes patients within the 

stipulated study period were extracted from patients‟ folder. 

2.2. Data Collection Procedure 

All the 105 type 2 diabetes (T2D) patients on treatment at 

the Ketu-South Municipal Hospital diabetes unit from 

January 2012 to December 2013 were followed 

retrospectively. The eligibility and inclusion criterion used 

was diabetes patients who were clinically and regularly 

reviewed at the diabetes clinic for at least 18 months out of 

the 24 months of the retrospective observation period. The 

inclusion criterion finally selected 80 eligible diabetes 

patients for the study. The outcome measures of the 

treatment of T2D extracted from the patients‟ folder were 

the random variables Fasting Blood Sugar (FBS) level, Body 

Weight (BW), systolic and diastolic blood pressures(BP) 

and therapeutic regimen. The fixed demographic factors 

which include gender, marital status, educational level and 

religious affiliation were also obtained and used for the 

study. 

The random variables for this study included; FBS level, 

BW, BP and age of the patients on treatment were monitored 

monthly for 2 years. A total of 5,760 different observations 

of the continuous or random variables were expected but due 

to123 missing observations (2.1% missing data), an actual 

observation of 5,637 observations were recorded and used 

for the study. Dawson and Trapp, 2001 stated that the 

general rule of thumb for guidance recommends ten times as 

many subjects as the number of independent variables. In 

addition, to ensure that estimates of regression coefficients, 

R and R2 are accurate representatives of the actual population 

values. They also suggested that regression should not be 

performed unless at least five times as many subjects are 

included as there are independent variables Hence the 

sample size of 80 subjects with 5,637 observations in the 

study was statistically adequate for the regression modelling. 

2.3. Statistical Analysis 

2.3.1. Longitudinal Study 

The data collected were entered into SPSS and then 

imported into STATA 12 format for analysis. The data was 

analysed at a time point of every three months to build the 

mixed-effect model. Generally, there are two different types 

of data that are measured overtime: time series and 

longitudinal data. This research wish to deal with the latter, 

in which there are small number of time points at which the 

individuals give responses and a large amount of data is 

measured at any given time point. Longitudinal data can be 

analysed using various different methods but the approach 

employed in this work was to fit linear mixed-effects (LME) 

model. This modelling approach is very flexible enough to 

account for the natural heterogeneity in the population, and 

can effectively handle drop-out and missing data. The 

longitudinal study analysis using STATA has imputation 

statistical approach to handle missing data (more accurately 

below 5%) by substituting some value especially the mean 

across all the subjects. It also takes into account within and 

between sources of variation. 

2.3.2. Modelling Approaches 

The normality of the data was checked by the normal Q-Q 

plot and further confirmed by the Shapiro-Wilks Test. The 

pattern of change in the FBS level with time was developed 

by regressing the time points over the change in FBS level. 

This gave the parameter estimates of the regression 

coefficients and R2 estimates of the trend of FBS level of 

patients on treatment. The model with the highest 

variability (𝑅2) was selected and the trend of FBS level was 

fitted.Analysis of residuals was done to evaluate the fit of the 

regression equation and the trend model diagnosed using 

Shapiro-Wilk and ARCH-LM tests. 

The general structure for linear mixed-effects (LME) 

model is 

𝒚𝒊 = 𝑿𝒊𝜷 + 𝒁𝒊𝒃𝒊 + 𝜺𝒊,            𝒊 = 𝟏, … . , 𝒎 

Where 𝒚𝒊 = (𝒚𝒊𝟏, 𝒚𝒊𝟐 , … . . 𝒚𝒊𝒏)𝑻, 

𝒃𝒊~𝑵𝒒 𝟎, 𝝍 𝜺𝒊~𝑵𝒏𝒊(𝟎, 𝝈𝟐𝑰) 

𝛽 = Fixed effects, 𝑏𝑖 =Random effect for unit 𝑖 
𝜓 = Between-unit covariance matrix 

𝜎2𝐼 = Within-unit covariance matrix 

𝑋𝑖  is an 𝑛𝑖 × 𝑗 matrix with 𝑗𝑡 column, matrix 𝑍𝑖  is an 

𝑛𝑖 × 𝑘  matrix. Both 𝑋𝑖  and 𝑍𝑖  depend on 𝑖 through  𝑡𝑖 . 
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Averaging over the distribution of the latent random effects 

𝑏𝑖, the marginal (population-average) distribution of 𝑦𝑖  is 

𝑦𝑖~𝑁 𝑋𝑖𝛽, 𝛴𝑖  

Where 𝛴𝑖 = 𝑍𝑖𝜓𝑍𝑖
𝑇 + 𝜎2𝐼 

If we take 𝑍𝑖 = (1,1, … ,1)𝑇 as random intercepts, then 𝛴 

has compound symmetry. The elements of 𝛽 represent the 

effects of the variance in 𝑋𝑖  on the mean response, both for a 

single subject and on average for the population. 

The fixed parameter, 𝑏, for each predictor in this model, 

represents the average change in FBS level for a unit change 

in that predictor.  

For the modelling, the statistical analysis of the changes in 

FBS level of T2D (the response or dependent variable, yi) 

over time was done using linear mixed effects model 

adjusted for potential independent variables or predictors 

xi;BP, BW, age, gender, marital status, educational level, 

religious affiliation, drug regimen and time of follow-up. 

Hence the full model is 

𝑌𝑖 = 𝛽0 + 𝛽1𝑠𝑒𝑥𝑖 + 𝛽2𝑎𝑔𝑒𝑖 + 𝛽3𝑒𝑑𝑢𝑖 + 𝛽4𝑚. 𝑠𝑡𝑎𝑡𝑢𝑠𝑖
+ 𝛽5𝑟𝑒𝑙𝑖𝑔𝑖𝑜𝑛𝑖 + 𝛽6𝐵𝑃𝑖 + 𝛽7𝑤𝑒𝑖𝑔𝑡𝑖
+ 𝛽8𝑡𝑖𝑚𝑒𝑖𝑡 + 𝜀𝑖  

Where 𝛽0  is a random-effect intercept that varies 

according to 𝑖 , where the patient‟s index t is the time. 

𝛽1. . . . . 𝛽8  are fixed-effect parameters associated with the 

non-random predictors. 

The covariance structures analyses were done to fit the 

mixed-effects model. The co-variance and correlation matrix 

were estimated to determine which particular covariance 

model best fits the data. The Akaike's information criterion 

(AIC) and Bayesian Information Criterion (BIC) indices of 

relative goodness-of-fit were used to compare models with 

the same fixed effects but different covariance structures to 

justify the appropriate model selection. The model with the 

least AIC and BIC was the best and hence selected. The 

covariance structure selected reflects the correlation between 

successive FBS levels.  

To obtain the final reduced model, a stepwise multiple 

regression model building approach was used to include only 

variables that added to the prediction in statistically 

significant way. This provided the reduced mixed-effects 

model that requires less data collection for future application 

of the predictive model. 

2.4. Ethical Consideration  

Ethical approval was obtained from the municipal hospital. 

Since the research involved secondary data, without any 

direct contact with human subject, an informed written 

consent was sought from the management and the ethic 

committee of the hospital. The data collection procedures 

and analysis were free of any personal identifiable 

information to ensure confidentiality and anonymity. 

2.5. Limitations 

The data was extracted from routine medical records 

which omitted some vital information such as occupation, 

diet and body mass index (height was not available to 

compute this). Lack of regular clinical review attendance 

resulted inclusion of 80 out the 105 subjects followed with 

few missing values but this was catered for by the imputation 

component of the statistical analysis using STATA. 

mean 

 

Figure 1.  The pattern of FBS level with time 
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Table 1.  Descriptive statistics of FBS level of patients on treatment 

Variables 
Percentage 

(age %) 

Mean 

(fbs) 

Median 

(fbs) 

Min. 

(fbs) 

Max. 

(fbs) 

AGE (years) 

30-39 

40-49 

50-59 

60-69 

70-79 

80-89 

 

3.75 

20.00 

30.00 

23.75 

18.75 

3.75 

 

8.65556 

8.80486 

7.08935 

7.35263 

7.45925 

7.46296 

 

9.20000 

8.30000 

6.80000 

6.90000 

7.10000 

6.90000 

 

3.00000 

4.00000 

3.50000 

3.70000 

3.20000 

4.00000 

 

12.90000 

16.50000 

15.90000 

13.50000 

14.20000 

14.20000 

 

Mean        (Age) = 58 

Median     (Age) = 53 

Minimum  (Age) = 33 

Maximum (Age) = 84 

GENDER 

Male 

Female 

 

 

32.50 

67.50 

 

7.86196 

7.52880 

 

7.40000 

7.10000 

 

3.00000 

3.20000 

 

16.50000 

16.40000 

EDUCATION 

Non 

Primary 

JHS 

SHS 

Tertiary 

 

20.00 

27.50 

25.00 

7.50 

20.00 

 

7.20347 

8.20555 

7.37666 

7.33888 

7.72638 

 

6.75000 

7.60000 

7.05000 

7.15000 

7.20000 

 

3.80000 

4.10000 

3.20000 

3.00000 

3.50000 

 

15.80000 

16.40000 

15.70000 

13.50000 

16.50000 

RELIGION 

Christian 

Islamic 

Traditional 

Other 

 

46.25 

16.25 

27.50 

10.00 

 

8.18918 

6.45982 

7.21161 

8.16666 

 

7.60000 

6.10000 

6.95000 

8.00000 

 

3.20000 

3.70000 

3.80000 

3.00000 

 

16.50000 

12.80000 

13.70000 

15.70000 

MARITATAL STATUS 

Married 

Single 

Separated 

Divorced 

Widow(er) 

 

57.50 

1.25 

10.00 

17.50 

13.75 

 

7.66135 

8.93333 

8.10138 

7.39444 

7.38888 

 

7.20000 

8.60000 

7.40000 

7.20000 

7.00000 

 

3.70000 

6.90000 

4.40000 

3.00000 

4.00000 

 

16.50000 

12.90000 

15.80000 

15.90000 

15.10000 

DRUG 

Metformin 

Glibenclamide 

Glimepiride 

 

46.25 

36.25 

17.50 

 

7.71051 

7.59540 

7.52936 

 

7.10000 

7.20000 

7.20000 

 

3.00000 

3.70000 

3.20000 

 

16.40000 

16.50000 

15.70000 

Table 2.  The trend of changes in FBS level with time 

Equation 
Model Summary Parameter Estimates 

R2 F df1 df2 Sig. b1 b2 b3 

Linear 

Logarithmic 

Inverse 

Quadratic 

Cubic 

Compound 

Power 

S 

Growth 

Exponential 

Logistic 

0.652 

0.693 

0.566 

0.853 

0.910** 

0.736 

0.771 

0.584 

0.736 

0.736 

0.736 

1347.957 

1623.218 

936.325 

2081.261 

2407.258 

2007.201 

2420.639 

1009.349 

2007.201 

2007.201 

2007.201 

1 

1 

1 

2 

3 

1 

1 

1 

1 

1 

1 

719 

719 

719 

718 

717 

719 

719 

719 

719 

719 

719 

0.000 

0.000 

0.000 

0.000 

0.000 

0.000 

0.000 

0.000 

0.000 

0.000 

0.000 

1.147 

4.221 

14.527 

3.629 

6.793 

1.359 

1.120 

0.307 

0.307 

0.307 

0.736 

 

 

 

-0.349 

-1.469 

 

 

 

 

 

0.089 

**Model with the highest 𝑅2 is the best variance accounting for variability. 
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3. Results  

The descriptive statistics of the FBS level of patients on 

treatment (Table 1) gave the general overview and changes 

in the FBS level of the patients. This showed the centrality 

and dispersion of the change in FBS levels with time for the 

sample of 80 patients stratified into Gender, Education, 

Marital status, Religious affiliation and the drug regimen. 

The plot of change in FBS level of T2D patients with time 

revealed that the general pattern was cubic (Figure 1) and 

was further confirmed in the trend modeling.The cubic trend 

emerged to be the best fit of the change in FBS level over 

time since the trend model accounted for 91% of the 

variability in the data (Table 2). This cubic trend model is 

given by; 

𝐹𝑏𝑠 = 0.089𝑡3 − 1.469𝑡2 + 6.793t 

Where t = 0,1,2,…,𝑡𝑛  

The patternless scatter of the residual plot (Figure 2) gave 

a visual prove that the cubic regression trend model provides 

a good fit to the data. This fitness of the cubic trend model 

was diagnosed using Shapiro-Wilk and ARCH-LM tests 

(Table 3). The Shapiro-Wilk test and normal Q-Q plot 

(Figure 3) statistically confirmed that the residuals of the 

model were normally distributed (p-value = 0.0572). The 

high W = 0.935 and the ARCH-LM also showed that the 

residuals were free from conditional heteroscedasticity 

(p-value = 0.6207). Thiswas an indicationof equal variation 

in predicted FBS level across the entire range of time of T2D 

patients on treatment as in the cubic trend predition model. 

In order to fit the mixed-effects model, comparison of the 

Akaike‟s Information Criterion (AIC) and Bayesian 

Information Criterion (BIC) for each of the covariance 

structures (Table 4) showed that the variance component 

model had the smallest value for AIC (3214.1) and BIC 

(3218.6), informing the selection of the variance component 

for the modelling. 

The cubic trend was incorporated into the linear mixed 

effects model to obtain the parameter estimates and their 

significance (Table 5). The table shows that the age, weight, 

gender, no education, Islamic, traditional, married, divorce 

and time of treatment were significant determinants of 

change in FBS level of patients (p< 0.05). The rate of change 

in FBS level is -0.2749mmo/l per unit increase in time. This 

implied that the rate of change in FBS level decreases with 

time. A unit increase in the age of a patient on treatment 

reduces the FBS level by 0.03542mmol/l while a unit 

increase in weight of a patient on treatment increases the 

FBS level by 0.01262smmol/l. 

In education category, patients with no education have 

significantly lower change in FBS level than patients with 

tertiary education. In the category of religion, patients 

affiliated to Islamic and traditional religion have 

significantly lower change in FBS level as compared to 

patients who are affiliated to “Others”. Also, in the marital 

status category, divorced patients have significantly lower 

change in FBS level than patients who are widow(er)s. The 

change in FBS level did not significantly differ by drug, 

(Table 5). Hence the full model for the linear mixed-effect 

model is  

 
𝑊𝑒𝑟𝑒  𝑋1 =  𝐴𝑔𝑒, 𝑋2 = 𝑊𝑒𝑖𝑔𝑡 𝑋3 = 𝑆𝑦𝑠𝑡𝑜𝑙𝑖𝑐  𝑋4 =

𝐷𝑖𝑎𝑠𝑡𝑜𝑙𝑖𝑐 𝑋5 = 𝑇𝑖𝑚𝑒 𝑋6 = 𝑀𝑎𝑙𝑒 𝑋7 = 𝐹𝑒𝑚𝑎𝑙𝑒 𝑋8 =
𝑁𝑜 𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛  𝑋9 = 𝑃𝑟𝑖𝑚𝑎𝑟𝑦 𝑋10 = 𝐽𝐻𝑆 𝑋11 =
𝑆𝐻𝑆 𝑋12 = 𝑀𝑒𝑡𝑓𝑜𝑟𝑚𝑖𝑛 𝑋13 = 𝐺𝑙𝑖𝑏𝑒𝑛𝑐𝑙𝑎𝑚𝑖𝑑𝑒 𝑋14 =
𝐶𝑟𝑖𝑠𝑡𝑖𝑎𝑛 𝑋15 = 𝐼𝑠𝑙𝑎𝑚𝑖𝑐 𝑋16 = 𝑇𝑟𝑎𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙 𝑋17 =
𝑀𝑎𝑟𝑟𝑖𝑒𝑑 𝑋18 = 𝑆𝑖𝑛𝑔𝑙𝑒 𝑋19 = 𝑆𝑒𝑝𝑎𝑟𝑎𝑡𝑒𝑑 𝑋20 =
𝐷𝑖𝑣𝑜𝑟𝑐𝑒𝑑, 𝑋21= Tertiary 

 

For future application of the mixed-effects model, 

stepwise regression model building approach was used to 

include only variables that added to the prediction in 

statistically significant way to obtain the reduced model. 

Thus from table 6, the final reduced mixed-effects model for 

prediction was 

𝑌 = 0.04375𝑿𝟐 + 0.06573𝑿𝟑 + 0.03643𝑿𝟒

− 0.18773𝑿𝟓 + (0.23611𝑿𝟗

− 0.51950𝑿𝟖 + 0.27833𝑿𝟏𝟎

− 0.20917𝑿𝟏𝟏 + 0.15013𝑿𝟐𝟏) 

It should be noted that one can only belong to one category 

of education, hence the bracket. 

Table 3.  Trend model Diagnoses 

Test Statistics P-value 

Shapiro-Wilks W = 0.935 0.0572 

ARCH-LM Chi-Sq.= 3 0.6207 

Table 4.  Statistics for Covariance Structure Models 

Covariance Structures AIC BIC 

Compound Symmetry 3216.1 3225.2 

Variance Component 3214.1** 3218.6** 

Toeplitz 4342.1 6929.3 

AR (1) 3216.1 3225.2 

ARMA (1,1) 3218.1 3231.8 

**means: “Smallest” implying the best model 

4. Discussion  

The descriptive statistics, the normality plots and 

statistical tests of normality clearly showed that the data used 

was normally distributed and the sample was a good 
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proportional representation of the population. The ages of 

the subjects ranges from 30 to 89 years. Eventhough the 

maximum FBS level was scored by persons in 40–49 years, 

the mean clearly indicated that the FBS level increases with 

age where those in 80-89 years were leading with 7.46 

mmol/l. This supported the findings of Ikezaki et al., (2002) 

that the FBS levels tended to correlate negatively with age, 

but the correlation was not significant.The study deduced 

that the mean FBS level among male patients were greater as 

compared to female (7.86196 and 7.52880mmol/l 

respectively). The percentage of females (67.5%) were 

almost twice as the males (32.5%) in the study. The high 

number of females as compared to males could be accounted 

for by the higher physical activity related energy expenditure 

in males compared to female subjects, hence lower rate of 

males living with type 2 diabetes (Aspray et al., 2000). 

However, females seemed to better adhere to the treatment 

and management plans than men. The differences in genetic 

compositions in FBS level progresses faster in males than 

females; 7.86196mmol/l and 7.52880mmol/l respectively. 

Table 5.  Variance Component covariance Structure output 

Effect Estimation Standard Error DF t value Pr> |t| 

Age -0.03542 0.007791 700 -4.55 <.0001 

Weight 0.01262 0.005509 700 2.29 0.0223 

Systolic -0.00024 0.003906 700 -0.06 0.0515 

Diastolic 0.004793 0.006873 700 0.70 0.0585 

Time -0.27490 0.02966 700 -9.27 <.0001 

GENDER 

Male 

Female 

 

10.9398 

10.8163 

 

0.9289 

0.9182 

 

700 

700 

 

11.78 

11.78 

 

<.0001 

<.0001 

Education compared with tertiary 

None 

Primary 

JHS/Middle 

SHS 

-0.66960 

0.08598 

-0.12820 

-0.44930 

 

0.2561 

0.2492 

0.2503 

0.3438 

700 

700 

700 

700 

-2.61 

0.35 

-0.51 

-1.31 

0.0091 

0.7302 

0.6087 

0.1917 

Drug compared with Glimepiride 

Metformin 

Glibenclamide 

0.2758 

-0.01417 

0.2424 

0.2537 

700 

700 

1.14 

-0.06 

0.2555 

0.9555 

Religion compared with Others 

Christian 

Islamic 

Traditional 

-0.00049 

-1.9123 

-0.9361 

0.2846 

0.3324 

0.3019 

700 

700 

700 

-0.00 

-5.75 

-3.10 

0.9986 

<.0001 

0.0020 

Marital Status compared with Widow(er) 

Married 

Single 

Separated 

Divorced 

-0.4344 

-1.0247 

0.1894 

-0.9293 

0.2627 

0.8040 

0.3706 

0.3099 

700 

700 

700 

700 

-1.65 

-1.27 

0.51 

-3.00 

0.0986 

0.2029 

0.6094 

0.0028 

Table 6.  Estimates of reduced model 

Variable Parameter Estimate Standard Error t value Pr>|t| 

Time -0.18773 0.03345 -5.61000 <.0051 

Weight 0.04375 0.00511 8.56000 <.0001 

Diastolic 0.03643 0.00718 5.07000 <.0021 

Systolic 0.06573 0.00403 3.91000 0.0001 

Education: 

None 

Primary 

JHS/Mid 

SHS 

Tertiary 

 

-0.51950 

0.23611 

0.27833 

-0.20917 

0.15013 

 

0.09312 

0.01863 

0.00282 

0.02809 

0.06298 

 

-0.23000 

2.13000 

2.89000 

-1.32000 

2.38000 

 

0.0091 

0.0102 

0.0086 

0.0259 

0.0174 
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Figure 2.  Residual vs Fitted values of FBS level 

 

Figure 3.  Normal Q-Q Plot of FBS 

The educational level category result clearly showed that 

high educated patients managed the condition better, perhaps 

they were able to understand the basic disease management 

and treatment plans better. Christians scored the highest 

average FBS level and the single marital status. From the 

average mean of FBS level for the therapeutic treatment, it 

was clear that all the drugs had almost similar performance 

in regulating the FBS level with time. 

The cubic pattern of FBS level of patients on treatment 

with time implied that the FBS level was fluctuating 

even-though time significantly affect the FBS level of the 

patient (estimate of -0.27490 and p-value = <.0001, Tables 2 

and 5, Figure 1). The validity of this trend was explained in 

the high variability of 91%, communicating that the 

correlation between the actual and predicted FBS levels with 

time using the cubic trend is very strong. It thereforemeans 

that healthcare providers can reliably predict the FBS level 

of patients on treatment with time using a cubic trend model. 

The  Shapiro-Wilks closeness to 1 further strengthen that 

the model showed a normal distribution and was a good 

representative of the event in the population (W = 0.935,   

p > 0.05, Table 3). 

Besides the duration on treatment, the weight of the 

patient was also a significant determinant (p = 0.0223 and 

estimate of 0.01262) of the change in the FBS level 

ofpatients on treatment (Table 4). The positive parameter 

estimate indicated that the weight of a patient positively 

related to the FBS level of the patient. It therefore implies 

that if weight is reduced, the FBS level will also reduce, 

buttressing the findings of Kelley et al., (1993) that as weight 

loss progresses and is maintained, an improvement of 

glycaemia is evidenced by a reduction in glycosylated 

haemoglobin. 

The change in FBS level for males and females were not 

the same (p<.0001) for both and  is comfirmed by the linear 

mixed effects model (Table 4). The observed educational 

differentials indicated that higher educated individuals better 

manage the condintion because patients with no education 

have a significantly lower change in FBS level (p = 0.0091 

and estimate of -0.66960) when compared to patients with 

tertiary education (Table 4).  

Patients who were proffesing Islamic and traditional 
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religions have significantly lower FBS level (p= <.0001 and 

0.0020 respectively) when compared with patients who 

belong to “Others or no religion”. The estimated change in 

FBS level for Islamic and traditional religion patients were 

respectively-1.9123 and -0.9361 lower than that of “Others” 

and patients who professed christianity did not significantly 

differ from “Others”, (Table 4). The influence on FBS level 

by Islamic and traditional religion affiliates could be as a 

result of some of their religious practices. For instance, 

moslems do not take alcoholic beverages and some of the 

traditionalist in the study area do not wear footwear as they 

go around their daily duties, some do not board car when 

celebrating their festivals and so walk bearfooted to 

wherever they are going and other traditional practices like 

dancing are energy demanding. 

Combining the continuous (random) and fixed variables, 

the variance component covariance structure produced the 

full mixed-effect model which could be employed by 

concerned healthcare providers for estimating the FBS level 

of T2D persons on treatment. 

In practice, it is not all covariates that will significantly 

contribute to the change of the FBS level of  the patients. 

The stepwise model selection criterion was done to select 

only the variables that statistically contribute significantly in 

the prediction of the FBS level. Thereduced model included 

the duration on treatment (time), weight, blood pressure 

(sytolic and diastolic)and education. On the otherhand, the 

variables age, drug, religion, marital status and gender were 

not key health determinants for estimating and monitoring 

the FBS level of T2D patients on treatment (Table 5). 

5. Conclusions  

In this study, a longitudinal study was employed to model 

the FBS level of type 2 diabetes patients on treatment. This 

was done by retrospectively following the medical records of 

patients from January 2012 to December 2013 in the diabetes 

clinic of Ketu South Municipal Hospital. With respect to 

time, the pattern of change in FBS level of patients revealed a 

cubic distribution. This explained 91% of variability in FBS 

level accounted for by the duration of treatment. Among the 

indicators of FBS level, weight and blood pressure (systolic 

and diastolic) correlated positively to the FBS level of the 

patients. The mixed effects model developed was confirmed 

to be adequate for the prediction of FBS level based on the 

available health determinants. The reduced mixed-effects 

model showed that time (duration of treatment), weight, 

bood pressure (sytolic and diastolic) and educational level 

infuened the FBS level. 

We therefore recommend the use of models within the 

local settings to assist health practioners in managing 

diabetes.The diabetes patients on treatment should be 

encouraged to work on reducing weight and blood pressure. 

This is to prevent and manage diabetes, since these 

covariates related positively to the FBS level significantly. 

The Health Ministry, Ghana Health Service and stakeholders 

as well as the diabetes units should frequently organize T2D 

medical screening or test in order to detect cases early for 

treatment and/or management of the condition. 
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Definition of Units 

mmol/l  unit for blood sugar; millimole per litre 

Kg  unit for body weight; kilogram 

mmHg  unit for blood pressure; millimetre mercury 

Definition of Symbols  

LME Linear mixed-effects  

FBS Fasting Blood Sugar 

T2D Type-2 diabetes 

BP Blood pressure 

BW Body weight 

W  Symbol for Shapiro-Wilks‟ test 

R2  squared multiple correlation in multiple   

  regression  

F  symbol for the F test and distribution 

β or b symbol for parameter estimates       

   (Greek letter „beta‟) 

df  degree of freedom 

t  symbol for the t ratio (the critical ratio   

  that follows a t distribution) 

p  probability that shows the significant level 

AIC  Akaike's information criterion  

BIC Bayesian Information Criterion  

x  independent (explanatory, predictor) variable 

y  dependent (outcome, response)    

  variable in regression 

Ϭ  sigma; population standard deviation 

𝑏𝑖   Random effect for unit 𝑖 
Σ  symbol for sum 

ε  error factor in regression 

N  population size 

n  sample size 
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