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Abstract  Applications of probability distributions have spread over the years from game of chance to all facet of life and 

disciplines. Due to quest of precision in modeling lifetime data, existing probability distributions are been improved upon 

through method of parameterization. This study introduced a new distribution called Exponentiated Janardan distribution of 

which Janardan distribution forms the baseline. This new distribution is a three-parameter distribution. Some statistical 

properties such as moments, MLE, survival/hazard rate are established. The proposed distribution was run on a number of life 

time datasets concurrently with the baseline distribution and the output result indicates that Exponentiated Janardan 

distribution produces smaller AIC value than the baseline distribution in all datasets considered. This indicates that 

Exponentiated Janardan distribution fits lifetime data more closely than Janardan distribution. The behavior of the pdf, 

survival function and hazard rate function are pictorially demonstrated. The role of each parameter in the proposed 

distribution is also pictorially demonstrated.  
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1. Introduction 

Probability distribution has revolved over the years. Since 

1654 “gamblers’ dispute event, many mathematicians (such 

Pascal, Jakob Bernoulli, Chebyshev, Kolmogorov, Poisson, 

Weibull, Shanker and others) have contributed immensely to 

the development of probabilistic theories. According to 

Khan (2013), probabilistic ideas have spread from the game 

of chance to many scientific and practical problems such   

as in the field engineering, medicine, actuary, finance and  

so on. Many more probability theory/distributions are being 

developed from time to time of which the classical models 

forming the baseline distribution through method of 

parameterization. The motivation of modification of existing 

distribution is to make them better fit data. One of the recent 

modifications is the Shanker’s (2013) Janardan distribution.  

Janardan distribution is a two-parameter distribution 

introduced by Shanker et al. (2013) of which one 

one-parameter Lindley (1958) distribution is a special case. 

Janardan probability distribution had been tried and tested to 

many lifetime datasets and proven to be more relax and 

better fits than Lindley distribution. However, since the 

introduction of Janardan, scholars (Elbatal et al., 2013; 

Warahena-Liyanage and Pararai, 2014; Shanker et al, 2014;  
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Shakila and Mujahid, 2016; Amer et al., 2017; Al-khazaleh 

et al., 2016; Hag, 2016; Hussian, 2014; Shanker et al, 2016; 

Marziel et al., 2019) have one way or the other tried to 

modify it and enhance its usability in diverse data 

environment through parameterization. Diverse kinds of 

generators have been used by these scholars in adding 

parameter(s) to the Janardan distribution but none of them 

had used Exponential generator despite its potential in 

improving “scaled-parametric” models like Janardan. 

Shanker et al (2013) introduced Janardan distribution 

upon extensive review of the work of Ghitanny et al. (2008) 

which discussed some significant statistical properties of one 

one-parameter Lindley (1958) distribution. They established 

the Cumulative density function and probability density 

function of the Janardan distribution. They further went on to 

establish some statistical properties of this distribution. 

Some of statistical properties established by Shanker and the 

team are the mode of the distribution, the moments and its 

related measures, the failure rate and the mean residual life, 

stochastic orderings as well as estimation of parameters. 

They concluded their work by applying the distribution to 

several life data and found out that Janardan distribution 

provides closer fits than Lindley distribution. 

For a random variable that follows Janardan Distribution 

(JD) with parameters  𝜑, 𝜌 ; the probability density function 

is given as: 

𝑋 ∼ 𝐽𝐷(𝑥, 𝜑, 𝜌 ) = 𝑓(𝑥, 𝜑, 𝜌 ). 

𝑓(𝑥, 𝜑, 𝜌 ) =
𝜌2  

𝜑 𝜌+𝜑2 
. (1 + 𝜑𝑥) 𝑒

−
𝜌

𝜑
𝑥
 ; 𝑥, 𝜑, 𝜌 > 0 (1.1) 
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And the corresponding cumulative density function (CDF) 

is established as: 

𝐹 𝑥, 𝜑, 𝜌 = 1 − 
𝜑 𝜌+𝜑2 +𝜌𝜑2𝑥 

𝜑 𝜌+𝜑2 
 𝑒
−
𝜌

𝜑
𝑥

;  𝑥, 𝜑, 𝜌 > 0 (1.2) 

The expectation of Janardan distribution is also 

established as: 

𝐸(𝑋) = 𝜇𝑋 =
𝜑(𝜌+2𝜑2)

𝜌(𝜌+𝜑2)
            (1.3) 

Also, the second, third and fourth moments are 

appropriately established. 

𝜇2 = 2  
𝜑

𝜌
 

2 (𝜌+3𝜑2)

(𝜌+𝜑2)
; 𝜇3 = 6  

𝜑

𝜌
 

3 (𝜌+4𝜑2)

(𝜌+𝜑2)
;  

𝜇4 = 24  
𝜑

𝜌
 

4 (𝜌+5𝜑2)

(𝜌+𝜑2)
  

By generalization, the rth moment is given as  

𝜇𝑟 = 𝑟!  
𝜑

𝜌
 
𝑟

 1 +
𝑟𝜑2

𝜌+𝜑2 ; 𝑟 = 1,2,3, . ..     (1.4) 

The mode of the distribution is established as: 

Differentiating the pdf and setting result to zero, the 

extrema of the Janardan distribution. 

𝑥 =
𝜑2−𝜌

𝜑𝜌
.  

This value, the 𝑓(𝑥) is maximum only if 𝜑 > 𝜌. But in 

situation where 𝜑 < 𝜌  

The 𝑓(𝑥)  is decreasing in 𝑋.  Therefore, the mode of 

Janardan distribution is established to be: 

𝑚𝑜𝑑𝑒 =  
𝜑2−𝜌

𝜑𝜌
, 𝜑 > 𝜌

0, 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒

          (1.5) 

Hazard function ℎ(𝑥)  of the distribution is also 

established as: 

ℎ(𝑥) =
𝜌2 1+𝜑𝑥  

𝜑(𝜌+𝜑2)+𝜌𝜑2𝑥
          (1.6) 

Janardan probability distribution had been tried and tested 

to many lifetime datasets and proven to be more relax and 

better fits than Lindley distribution. 

In this paper, a three-parameter continuous distribution for 

a non-negative random variable is introduced. It is named 

“Exponentiated Janardan”. This new distribution has 

Janardan distribution as baseline distribution. Visualization 

of the behavior of the pdf, hazard rate and survival function 

are presented. Also, some statistical properties are also 

established. Flexibility of the model is also determined in 

comparison with the baseline distribution. 

2. Methodology 

The new distribution is developed using the method     

of parameterization as shown in figure 2.1. According to 

Ramos (2018), new family of probability distribution(s) 

could be built using a pre-defined monotonic functions as 

well as a known probability distribution. One of pre-defined 

monotonic function is exponential generalized function 

whose CDF is presented in (3.1). And the known distribution 

(in this case) is Janardan distribution.  

 

Figure 2.1 

In this case, Janardan distribution is nested into 

exponential generator to produce the new proposed 

distribution as Exponentiated Janardan and named so. The 

parameter estimation is done using maximum likelihood 

estimator by the help of R console. Decision on flexibility of 

the model in comparison with the baseline model was done 

using Aike Information Criteria (AIC). 

3. Theoretical Findings of 
Exponentiated Janardan Distribution 

This section presents a three parameter Exponentiated 

Janardan distribution with non-negative parameters 

𝜑, 𝜌 𝑎𝑛𝑑 𝛾  with the derived the cdf, pdf, hazard rate 

function, survival function as well as some statistical 

properties. The role of each parameter is, also, pictorially 

demonstrated in this section. 

3.1. Derived functions of Exponentiated Janardan 

Distribution 

The cumulative density function for exponential generator  

𝐹 𝑥 =   𝐺(𝑥) 𝛾              (3.1) 

Inserting equation (1.2) into (3.1), we derived cumulative 

density function for Exponentiated Janardan (EJ) as: 

𝐹 𝑥  =   1 − 
𝜑 𝜌+𝜑2 +𝜌𝜑2𝑥 

𝜑(𝜌+𝜑2)
 𝑒
−
𝜌

𝜑
𝑥
 
𝛾

  

Hence, a random variable that conforms to Exponentiated 

Janardan distribution, 𝑋 ∼ 𝐸𝐽(𝑥, 𝜑, 𝜌, 𝛾 ) has the cdf as: 

𝐹 𝑥, 𝜑, 𝜌, 𝛾  =   1 − 
𝜑 𝜌+𝜑2 +𝜌𝜑2𝑥 

𝜑(𝜌+𝜑2)
 𝑒
−
𝜌

𝜑
𝑥
 
𝛾

   (3.2) 

Using chain rule, we differentiate the cdf to arrive at the 

pdf of Exponentiated Janardan distribution as: 
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𝑓 𝑥, 𝜑, 𝜌, 𝛾 = 

 𝛾  
𝜌2  

𝜑 𝜌+𝜑2 
(1 + 𝜑𝑥) 𝑒

−
𝜌

𝜑
𝑥
  1 − 

𝜑 𝜌+𝜑2 +𝜌𝜑2𝑥 

𝜑(𝜌+𝜑2)
 𝑒
−
𝜌

𝜑
𝑥
 
𝛾−1

 

(3.3) 

Where 𝛾 is location parameter, 𝜌 is scale parameter and 

𝜑 is the shape parameter (as demonstrate in fig. 3.4, 3.5 and 

3.6). 

The shape of pdf for some arbitrary values of the 

parameters of Exponentiated Janardan distribution is 

presented in figure 3.1. Hence figure 3.1 exhibits the 

behavior of this proposed distribution. 

Another determinant of ability of distribution to model life 

time data is survival and hazard function of the distribution.  

Survival function, 𝑅 𝑥 , by definition, is given as 

𝑅 𝑥 = 1 − 𝐹(𝑥)  

By implication, survival function for Exponentiated 

Janardan distribution is derived as: 

𝑅 𝑥 = 1 −  1 − 
𝜑 𝜌+𝜑2 +𝜌𝜑2𝑥 

𝜑(𝜌+𝜑2)
 𝑒
−
𝜌

𝜑
𝑥
 
𝛾

  (3.4) 

The behavior of survival function is pictorially 

demonstrated in fig 3.2 for some randomly selected values of 

the parameters of the distribution. 

Equation (3.5) presents hazard function of Exponentiated 

Janardan distribution.  

Hazard function, 𝐻(𝑥), by definition, is given as: 

𝐻 𝑥 =
𝑓 𝑥 

𝑅 𝑥 
  

This implies that the Hazard rate function of 

Exponentiated Janardan distribution is derived as: 

𝐻 𝑥 =
 𝛾 

𝜌2 

𝜑 𝜌+𝜑2 
(1+𝜑𝑥 ) 𝑒

−
𝜌
𝜑𝑥   1− 

𝜑 𝜌−𝜑2 +𝜌𝜑2𝑥 

𝜑(𝜌+𝜑2)
 𝑒
−
𝜌
𝜑𝑥  

𝛾−1

1−  1− 
𝜑 𝜌+𝜑2 +𝜌𝜑2𝑥 

𝜑(𝜌+𝜑2)
 𝑒
−
𝜌
𝜑𝑥  

𝛾  (3.5) 

 

Figure 3.1.  Behaviour of PDF of EJ for some parameters 

 

Figure 3.2.  Behaviour of Survival Function of EJ for some parameters 
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Figure 3.3.  Behaviour of Hazard Rate of EJ for some parameters 

 

Figure 3.4.  Demostration of Effect of gamma on Behaviour of PDF of EJ 

 

Figure 3.5.  Demostration of Effect of rho on Behaviour of PDF of EJ 
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Figure 3.6.  Demostration of Effect of Varphi on Behaviour of PDF of EJ 

Furthermore, fig 3.3 demonstrates the behavior of hazard 

rate of Exponentiated Janardan distribution for some 

randomly selected values of the parameters. 

We, further establish the role of each of the parameters for 

Exponentiated Janardan distribution. This is done by varying 

one parameter while keeping others constant and the result is 

pictorially display in fig 3.4 through fig 3.6. 

It is conspicuously clear from fig 3.4 that parameter 

gamma, 𝛾, is a location parameter. This lays credence to the 

proposed distribution’s ability to model lifetime data even if 

the data is transform or shifted. Even if the data set is shifted 

to the right, say, 𝑥𝑜 + X (Where X is random variable 

emanating from an unknown probability distribution), 

Exponentiated Janardan would be able to model without 

change of shape or form. More information can be gotten 

about impact of location parameter from Stone (1975). Fig. 

3.4 indicates that the varying numeric value of 𝛾  only 

changes the location of the curve without change of shape 

while maintain f(x) at same value. 

Furthermore, rho (𝜌) has be determined and illustrated to 

be scale parameter of the proposed Exponentiated Janardan 

distribution. Fig 3.5 reveals that, a change of numeric value 

of rho (holding all other parameters constant) results in 

change of the spread of distribution without change in the 

shape of the distribution. This effect is actual a behavior of 

scale parameter of a distribution. Scale parameter controls 

the variability in dataset which most lifetime data exhibit. 

The functional impact of varphi (𝜑) is also determined  

and illustrated in Fig. 3.6. This is done by keeping all other 

parameters constant except varphi. It is clear from the figure 

that, as the value of varphi changes, the shape of the 

distribution also change. Hence, 𝜑, is playing the role of 

shape parameter in Exponentiated Janardan distribution. 

3.2. Statistical Properties of Exponentiated Janardan 

Distribution 

In this subsection, we introduce some statistical properties 

of Exponentiated Janardan distribution. Some of the 

statistical properties establish are moment about the origin 

and maximum likelihood estimator of the parameters. 

3.2.1. Moment about the Origin 

Simplifying (3.3), we obtain 

 

𝑓 𝑥, 𝜑, 𝜌, 𝛾 = −
𝜌𝛾

𝜑 
  

−𝜌𝜑 

(𝜌 + 𝜑2)
  
𝛾

 
1

𝜑 
𝑥𝛾−1𝑒

−
𝜌𝛾
𝜑
𝑥

+ 𝑥𝛾𝑒
−
𝜌𝛾
𝜑
𝑥

   

Hence, for a random variable “X” that follows Exponentiated Janardan distribution with parameters 𝜑, 𝜌 𝑎𝑛𝑑 𝛾 has 

probability density function as: 

𝑓 𝑥, 𝜑, 𝜌, 𝛾 =   −
𝜌𝛾

𝜑 
  

−𝜌𝜑  

 𝜌+𝜑2 
  
𝛾

 
1

𝜑 
𝑥𝛾−1𝑒

−
𝜌𝛾

𝜑
𝑥

+ 𝑥𝛾𝑒
−
𝜌𝛾

𝜑
𝑥

  ;   𝑥, 𝜑, 𝜌, 𝛾 > 0

0                                                                          𝐸𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒

   

𝐸 𝑋 =   𝑥 
∞

0
𝑓 𝑥  𝑑𝑥  

𝐸 𝑋 =  −
𝜌𝛾

𝜑 
  

−𝜌𝜑  

(𝜌+𝜑2)
  
𝛾

×  𝑥 
∞

0
 

1

𝜑 
𝑥𝛾−1𝑒

−
𝜌𝛾

𝜑
𝑥

+ 𝑥𝛾𝑒
−
𝜌𝛾

𝜑
𝑥

   𝑑𝑥  

𝐸 𝑋 =  −
𝜌𝛾

𝜑 
  

−𝜌𝜑  

(𝜌+𝜑2)
  
𝛾

×    
∞

0

1

𝜑 
𝑥𝛾𝑒

−
𝜌𝛾

𝜑
𝑥

+   
∞

0
𝑥𝛾+1𝑒

−
𝜌𝛾

𝜑
𝑥

   𝑑𝑥  

𝐸 𝑋 =  −
𝜌𝛾

𝜑 
  

−𝜌𝜑  

(𝜌+𝜑2)
  
𝛾

×  
1

𝜑 
  

∞

0
𝑥𝛾𝑒

−
𝜌𝛾

𝜑
𝑥

+   
∞

0
𝑥𝛾+1𝑒

−
𝜌𝛾

𝜑
𝑥

   𝑑𝑥  

Using gamma transformation of  
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𝐺𝑎𝑚𝑚𝑎 𝛼, 𝛽 =   
∞

0

𝑥𝛼−1𝑒
−

1
𝛽
𝑥

=  𝛼 × 𝛽𝛼  =  𝛼 − 1 ! 𝛽𝛼  

We obtain expected value of the variable  

∴ 𝐸 𝑋 =  −
𝜌𝛾

𝜑 
  

−𝜌𝜑 

(𝜌 + 𝜑2)
  
𝛾

×  
1

𝜑 
 𝛾 !  

𝜑

𝜌𝛾
 
𝛾+1

+  𝛾 + 1 !  
𝜑

𝜌𝛾
 
𝛾+2

  

In general, the rth moment about the origin is established as follows: 

𝐸 𝑋𝑟 =  𝑥𝑟
∞

0
𝑓 𝑥  𝑑𝑥  

𝐸 𝑋𝑟 = −
𝜌𝛾

𝜑 
  

−𝜌𝜑  

(𝜌+𝜑2)
  
𝛾

  
1

𝜑 
𝑥𝛾+𝑟−1𝑒

−
𝜌𝛾

𝜑
𝑥

+ 𝑥𝛾+𝑟𝑒
−
𝜌𝛾

𝜑
𝑥

  
∞

0
 𝑑𝑥  

Using gamma transformation of  

𝐺𝑎𝑚𝑚𝑎 𝛼, 𝛽 =   
∞

0
𝑥𝛼−1𝑒

−
1

𝛽
𝑥

=  𝛼 × 𝛽𝛼  =  𝛼 − 1 ! 𝛽𝛼   

We obtain expected value of the variable  

𝐸 𝑋𝑟 = −
𝜌𝛾

𝜑 
  

−𝜌𝜑  

(𝜌+𝜑2)
  
𝛾

 
1

𝜑 
 𝛾 + 𝑟 !  

𝜑

𝜌𝛾
 
𝛾+𝑟

+  𝛾 + 𝑟 + 1 !  
𝜑

𝜌𝛾
 
𝛾+𝑟+1

   

𝐸 𝑋𝑟 = −
𝜌𝛾

𝜑 
  

−𝜌𝜑  

(𝜌+𝜑2)
  
𝛾

 
1

𝜑 
 𝛾 + 𝑟 !  

𝜑

𝜌𝛾
 
𝛾+𝑟

+  𝛾 + 𝑟 + 1  𝛾 + 𝑟 !  
𝜑

𝜌𝛾
 
𝛾+𝑟

 
𝜑

𝜌𝛾
    

𝐸 𝑋𝑟 = −
𝜌𝛾

𝜑 
  

−𝜌𝜑  

(𝜌+𝜑2)
  
𝛾

 
1

𝜑 
+  𝛾 + 𝑟 + 1  

𝜑

𝜌𝛾
   𝛾 + 𝑟 !  

𝜑

𝜌𝛾
 
𝛾+𝑟

  

When r = 1 

𝐸 𝑋 = −
𝜌𝛾

𝜑 
  

−𝜌𝜑  

(𝜌+𝜑2)
  
𝛾

 
1

𝜑 
+  𝛾 + 2  

𝜑

𝜌𝛾
   𝛾 + 1 !  

𝜑

𝜌𝛾
 
𝛾+1

  

When r = 2 

𝐸 𝑋2 = −
𝜌𝛾

𝜑 
  

−𝜌𝜑  

(𝜌+𝜑2)
  
𝛾

 
1

𝜑 
+  𝛾 + 3  

𝜑

𝜌𝛾
   𝛾 + 2 !  

𝜑

𝜌𝛾
 
𝛾+2

  

When r = 3 

𝐸 𝑋3 = −
𝜌𝛾

𝜑 
  

−𝜌𝜑  

(𝜌+𝜑2)
  
𝛾

 
1

𝜑 
+  𝛾 + 4  

𝜑

𝜌𝛾
   𝛾 + 3 !  

𝜑

𝜌𝛾
 
𝛾+3

  

3.2.2. Maximum Likelihood Estimation  

Recalling (3.3) and simplifying, 

𝑓 𝑥, φ, ρ, γ =  

γρ2 1− 
 ρφ2𝑥+φ ρ+φ2  𝑒

− 
ρ𝑥
φ

φ ρ+φ2 
 

γ −1

 (φ𝑥+1)𝑒
− 

ρ𝑥
φ  

φ(ρ+φ2)
  

From foregoing statement, the likelihood function is obtained as: 

L =  𝑓(𝑥𝑖 ,
𝑛
𝑖=1 φ, ρ, γ)  

L φ, ρ, γ =   

γρ2 1− 
 ρφ2𝑥𝑖+φ ρ+φ2  𝑒

− 
ρ𝑥𝑖
φ

φ ρ+φ2 
 

γ −1

 (φ𝑥𝑖+1)𝑒
− 

ρ𝑥𝑖
φ  

φ(ρ+φ2)

𝑛
𝑖=1   

L φ, ρ, γ =  
γρ2

φ ρ+φ2 
 
𝑛

   1 − 
 ρφ2𝑥𝑖+φ ρ+φ2  𝑒

− 
ρ𝑥𝑖
φ

φ ρ+φ2 
 

γ −1

 (φ𝑥𝑖 + 1)𝑒
− 

ρ𝑥𝑖
φ  𝑛

𝑖=1   

The log-likelihood function is obtained by subjecting the likelihood function to natural logarithm as: 

log(L φ, ρ, γ ) = log  
γρ2

φ ρ+φ2 
 
𝑛

  1 −
 ρφ2𝑥𝑖+φ ρ+φ2  𝑒

− 
ρ𝑥𝑖
φ

φ ρ+φ2 
 

γ −1

𝑛
𝑖=1 (φ𝑥𝑖 + 1)𝑒

− 
ρ𝑥𝑖
φ    

Evaluation of log-likelihood function yields: 



 International Journal of Probability and Statistics 2021, 10(1): 9-16 15 

 

 

log L φ, ρ, γ  = 𝑛 log  
γρ2

φ ρ+φ2 
 +  logn

𝑖=1   1 −
 ρφ2𝑥𝑖+φ ρ+φ2  𝑒

− 
ρ𝑥𝑖
φ

φ ρ+φ2 
 

γ −1

 φ𝑥𝑖 + 1 𝑒
− 
ρ𝑥𝑖
φ          (3.6) 

 

 

Furthermore, the maximum likelihood estimates φ , ρ , γ   

of φ, ρ, γ  are represented as solutions to the respective 

optimality equations. 

Equation maximizer with respect to varphi is  

∂

∂φ
log L φ, ρ, γ  = 0  

Equation maximizer with respect to rho is  

∂

∂ρ
log L φ, ρ, γ  = 0  

Equation maximizer with respect to gamma is  

∂

∂γ
log L φ, ρ, γ  = 0  

4. Application of Exponentiated 
Janardan to Lifetime Data 

This section presents the results of applying 

Exponentiated Janardan distribution (EJ) as well as Janardan 

(J) distribution to lifetime data. Both Janardan and 

Exponentiated Janardan distributions have been fitted to 

several datasets concurrently. In all cases, Exponentiated 

Janardan distribution provides the smaller AIC than Janardan 

distribution. The datasets used in this section are dataset that 

had been applied to Janardan distribution. 

The results of the empirical optimization are given in the 

table below. 

 

Datasets Model Mean SD 𝜑  𝜌  𝛾  -(log L) AIC 

Dataset 1 
EJ 

0.73 0.71 
0.295 0.598 1.411 15.9735 37.947 

J 2.419 5.044 ----- 17.6080 39.216 

Dataset 2 
EJ 

1.49 0.35 
3.7*10-8 8.5*10-5 0.104 -702.77 -696.77 

J 46.43 17.69 ------ -91.32 -87.32 

 
5. Discussion 

The lifetime dataset used in this study had been used by 

some scholars in determining the goodness of fit of some 

new distributions. Ghitany et al. (2008) introduced these 

datasets in analyzing Lindley distribution and its application. 

Shanker et al. (2016) used the same datasets and discovered 

that Janardan distribution provides a better fit than Lindley 

distribution. Marzeh et al. (2019) used the same dataset and 

concluded that Janardan-Poisson is remarkably better in 

fitting lifetime data than Lindley distribution as well as 

Lindley-Poisson distribution. In this current study, the  

same datasets are used by the researchers to compare 

Exponentiated Janardan distribution with Janardan 

distribution and conclude that Exponentiated Janardan 

distribution provides better fit than Janardan distribution as 

well as Janardan-Poisson distribution. By implication, 

Exponentiated Janardan distribution can model life time data 

better than Janardan, Janardan-Poisson, Lindley Poisson and 

Lindley distributions. 

6. Conclusions 

In this study, a new probability distribution known as 

Exponentiated Janardan distribution has been proposed and 

discussed. This probability distribution has its baseline 

distribution to be Janardan probability distribution. Some 

statistical properties of Exponentiated Janardan distribution 

such as the density function, cumulative density function, 

survival function, hazard rate function, moment and MLE 

are established. The behavior of the pdf, survival function 

and hazard rate function are pictorially demonstrated. The 

proposed distribution as well as the baseline distribution 

have been concurrently run on series of datasets and the 

output result indicates that Exponentiated Janardan 

distribution produces smaller AIC value than the baseline 

distribution in all datasets considered. This indicates that 

Exponentiated Janardan distribution fits lifetime data more 

closely than Janardan distribution. 
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