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Abstract  Optical links incorporating multilevel pulse amplitude modulation (PAM) with intensity modulation/direct 

detection (IM/DD) scheme have shown promising features when used as low-cost data center interconnects. This paper 

addresses the transmission performance of PAM-based wavelength division multiplexing (WDM) interconnect operating in 

the O-band with 112 Gbps channel data rate and 200 GHz channel spacing and without using optical amplification. The 

effect of four-wave mixing (FWM), associated with nonlinear fiber optics, on the transmission performance of the 

unamplified O-band PAM-WDM interconnect is investigated analytically. Simulation results, obtained using Optisystem 

ver. 15, are then presented for eight different Scenarios, namely 4-PAM 4WDM, 8-PAM 4WDM, 4-PAM 8WDM and 

8-PAM 8WDM operating in the absence and presence of polarization interleaving (PI). The results reveal that using PI 

enhances the transmission performance of O-band PAM-WDM interconnects and this effect is more pronounced for 

4-PAM system. At 0 dBm channel launch power, the maximum reach for the 4-PAM 8-WDM interconnect increases from 

10 to 42 km by applying PI. These values are to be compared with 38 to 44 km, 8 to 36, and 2 to 10 km, for 4-PAM 

4-WDM, 8-PAM 4-WDM, and 8-PAM 8-WDM, respectively. 
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modulation (PAM), Wavelength-division multiplexing (WDM), Four-wave mixing (FWM), Polarization interleaving (PI) 

 

1. Introduction 

Recently, there is exponential increase in traffic demand 

in optical networks to cover bandwidth hungry applications 

such social networking, cloud computing, and high 

definition TV and video [1-4]. This increasing demand  

has triggered different research groups to investigate the 

performance of high-speed datacenter interconnects 

implemented using high-order modulation formats and 

advanced multiplexing techniques [5-8]. The current 10  

and 40 Gbps wavelength-division multiplexing (WDM) 

solutions employed in short-reach optical networks are not 

able successfully to keep up with the ever-growing demand 

[7]. Recent standardization works have been focused on 

delivering 100 and 400 Gbps alternatives for short-reach 

applications [9, 10]. Since cost and robustness are major 

concerns, intensity modulation/direct detection (IM/DD) 

technique  (i.e.,  noncoherent  technique)  is  strongly  
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recommended for implementing these advanced 

interconnects over coherent techniques [11-14]. The main 

features of IM/DD technique are  

(i)  Intensity modulation can be implemented efficiently 

using directly modulated laser (DML) [15-18] or 

externally modulated laser (EML) [13-19] without 

the need of in-phase quadrature-phases (IQ) optical 

modulator. 

(ii)  Direct detection has advantages of low cost and  

easy integration compared with coherent detection. 

The DD needs one single-end photodiode (PD) and 

one analog-to-digital converter (ADC) [20, 21]. In 

contrast, coherent receiver requires complex 

hardware including local laser, to act as a local 

oscillator and should be synchronized with the 

transmitter laser, balanced PDs, and more than one 

ADC [22]. 

Optical data center interconnects (DCIs) based on 

multilevel pulse modulation (M-PAM) technique have 

attracted increasing interest for short-reach applications  

[23, 24]. The main motivations behind this interest are  

(i)  The optical M-PAM interconnect can be efficiently 

implemented using IM/DD communication system 

and hence gains the main advantages and merit 
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behind this system. 

(ii)  The PAM modulation is obtained using robust and 

low-cost modulator configurations based on either 

DML [25] or EML [26, 27]. The second 

configuration is also applicable for dual-polarization 

multiplexing (DPM) and can be used to double   

the transmission data rate compared with 

single-polarization (SP) counterpart. 

(iii) The PAM is less complex than other advanced 

modulation techniques used for short-reach 

applications such as orthogonal frequency-division 

multiplexing (OFDM) [28] and carrierless 

amplitude/phase (CAP) modulation [29] which can 

be implemented using IM/DD configuration. The 

OFDM and CAP modulation are more complex than 

PAM since OFDM uses fast Fourier transform (FFT) 

and inverse FFT while the CAP uses orthogonal 

filter pairs at the transmitter and receiver [30]. 

Recently, there is increasing interest in PAM-based 

optical interconnects capable of carrying 100 Gbps and 

beyond data rates. These interconnects should match the 

requirements handled by 100 Gigabit Ethernet (GbE), 400 

GbE, and 1 Terabit Ethernet (TbE) standards. Mardoyan et 

al. [31] demonstrated the transmission of 150 Gbps 8-PAM 

signal over 2 km of standard single-mode link (SSMF) and 

100 Gbps 4-PAM signal over 4 km of SSMF. The link 

operates at 1550 nm wavelength without optical 

amplification. Working at longer distance at this 

wavelength requires careful equalization for the fiber 

chromatic dispersion (CD) which is around 17 ps/(nm.km) 

[32]. This encourages researches to use 1310 nm window, 

where CD is almost negligible, for transmission the data 

over the PAM-based interconnects. El-Fiky [23] 

demonstrated 168 Gbps single-carrier 4-PAM transmission 

over 10 km SSMF using O-band laser operating at 1325 nm. 

A 224 Gbps PDM 4-PAM transmission over 10 km SSMF 

was demonstrated at 1310 nm by Morsy-Osman without 

using optical amplifier [11]. 

Wavelength-division multiplexing technique has been 

also applied to enhance the capacity of the PAM 

interconnected beyond 100 Gbps. For example, Eiselt [6] 

demonstrated 8×56.25 Gbps (400 Gbps) 4-PAM DCI 

operating over 80 km of SSMF at C-band. The link was 

supported by optical amplification and dispersion 

compensation fiber (DCF). The main challenge behind the 

use of WDM to enhance the capacity of PAM interconnect 

is fiber nonlinear optics. The dependence of fiber refractive 

index and optical intensity according to Kerr effect gives 

rises to different nonlinear process such as four-wave 

mixing (FWM). The effects of FWM on the performance of 

C-band WDM system, designed with 50 GHz (or more) 

channel spacing, is small due to the relative high fiber CD 

in this band which introduces phase mismatch between the 

four waveforms involved in this process. In contrast, FWM 

may degraded the performance of the O-band WDM where 

CD is almost negligible in this band.     

The aim of this paper is to address the possibility of using 

4×112 Gbps and 8×112Gpbs WDM systems to enhance the 

capacity of unamplified 4- and 8-PAM O-band datacenter 

interconnects. The effect of fiber nonlinear optics on the 

transmission performance is addressed analytically and 

supported by simulation based on a Optisystem software ver. 

15. 

2. Investigation of FWM in O-Band 
WDM Interconnects 

2.1. Background 

Four-wave mixing is a nonlinear fiber process which 

occurs due to the dependence of fiber refractive index n on 

the intensity of the propagation waves according to Kerr 

effect [33] 

n = n0 + n2 I                       (1) 

where n0 is the linear fiber refractive index and n2 is the 

nonlinear refractive index coefficient. In this phenomenon, 

the energy of two photons of frequency fi and fj are converted 

into two new photons of frequencies fk and fm. The energy of 

a photon of frequency f is given by hf where h = 

6.6026×10-34 Js is Planck’s constant. Therefore, applying 

energy conservation law to the FWM process reveals that  

fk + fm = fi + fj                    (2a) 

when i=j, two photons of frequency fi enter the FWM 

process to produce two new photons of frequencies fk and fm 

such that fm+fk = 2fi. In this case, the process is called 

degenerate FWM (DFWM). Figure 1 illustrates the concepts 

of both nondegenerate FWM (NDFWM) and DFWM 

processes.  

 

(a) 

 

(b) 

Figure 1.  Concepts of four-wave mixing (FWM) in the frequency domain 

(a) nondegenerate four-wave mixing (NDFWM) (b) degenerate four-wave 

mixing (DFWM) 
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FWM may play a key role in degrading the performance of 

WDM system since it generates new frequencies that may 

coincident with other channels frequencies. In this case, the 

FWM process can be described as the interaction of three 

optical waveforms of frequencies fi, fj, and fk via nonlinear 

fiber optics to generate new waveform of frequency fijk ≡ fm 

  fijk ≡ fm = fi + fj - fk                 (2b) 

where i, j and k vary from 1 to N (N is the number of WDM 

channels). This results in large number of FWM components 

[34] 

NFWM = N2(N-1)/2                  (3) 

For N = 4, 8, and 16 WDM systems, NFWM= 24, 224, and 

1920. 

The power transferred to the FWM component at the fiber 

end is given by [34] 

Pm(L) = ηFWM (ɣL)2 Pi Pj Pk e
-αL          (4) 

where L is the fiber length, ηFWM is the efficiency of the 

FWM process, γ is the nonlinear fiber parameter (γ=2πn2/λ 

Aeff) with λ is the operating wavelength and Aeff is the 

effective fiber core area. Further, Px (x=i, j, and k) represents 

the xth-channel launched power at the fiber input and α is the 

fiber loss coefficient measured in km-1. The FWM efficiency 

is defined as [34] 

ηFWM = α2 /(1-e-αL)2│1-exp[-(α+j∆k)L]/( α+j∆k)│2    (5) 

where Δk is the phase mismatch which will be explained 

later in this subsection. Using Euler identity exp(-j∆kL) = 

cos(∆kL) – jsin(∆kL) into eqn. 5 yields 

ηFWM = α2/(1-e-αL)2[1-e- α L cos(∆kL)]2 + 

e-2αL[sin(∆kL)]2/[α2+(∆k)2] 

= α2/(1-e-αL)2 (1-2e-αL cos(∆kL) + e-2 αL / [α2+(∆k)2])  (6) 

For the special case of negligible fiber loss (i.e., αL≪1), 

eqn. 6 reduces to 

(ηFWM)α=0 = 2[1- cos(∆kL)]/ (∆kL)2 = 0.5 sinc2(∆kL/2) (7) 

where sinc(θ) ≡ sinc(θ)/θ is the sinc function. Note that 

(ηFWM)α=0.5 when ΔkL <<1. 

In the presence of fiber loss and perfect phase matching 

condition (Δk=0), then eqn. 6 tends to (ηFWM)Δk=0 = 100%. 

The phase mismatch Δk arises since the four waveforms 

involved in the FWM process don’t propagate at the same 

speed through the fiber. The parameter Δk can be expressed 

as the sum of two parts ΔkL and ΔkNL. The linear part ΔkL 

comes from the dependence of fiber refractive index on the 

operating wavelength. Therefore, ΔkL is usually described by 

Δkmat since it represents the contribution of fiber material 

dispersion. The nonlinear phase mismatch ΔkNL comes from 

the contribution of fiber nonlinear optics. 

The parameter ΔkL is described by the following 

expression [33] 

∆kL= (2πλ0
2/2)(fi-fk)(fj-fk)[D(λ0) - λ0

2((fi+fj)/2)-fm S(λ0)]  (8) 

where λo is the reference wavelength. Note that ΔkL depends 

on the dispersion parameters (GVD and dispersion slope) 

and it is independent of fiber nonlinear refractive index 

coefficient n2.  

The nonlinear phase mismatch component ΔkNL is 

expressed as [35] 

ΔkNL= ɣ (Pi + Pj - Pk)(1-e-αL/αL)          (9) 

where Pi, Pj, and Pk are the powers of the three input FWM 

waveforms estimated at the fiber input. 

Consider an N-channel WDM systems operating with 

equal channel spacing ∆f and equal optical launch power P0, 

(Pi = P0 for i=1, 2, ..., N). Then eqn. 4 reads as follows to 

describe the power of the FWM components at the fiber link  

Pm(L) = ηFWM (ɣL)2 P0
3
 e

-αL                     (10) 

For the DFWM, the frequency of two photons entering the 

FWM process is fi=fj (see Figure 1b), then the equal channel 

spacing condition yields 

fi-fk = fj-fm = -∆f                  (11) 

According to eqn. 8, the linear part of the phases mismatch 

∆kL becomes 

∆kL = (2π/c) λ0
2 (∆f)2 D(λ0) – (2πλ0

4/c2) (∆f)3 S(λ0)  (12) 

At 1550 nm window, the effect of the dispersion 

parameter D dominates and hence the effect of dispersion 

slope can be neglected. The eqn. 12 reduces to 

∆kL|1550 nm = (2π/c) λ0
2 (∆f)2 D(λ0)         (13a) 

At zero-dispersion wavelength (≈1310 nm for SSMF), the 

dispersion slope S plays a key role in determining the linear 

phase mismatch in that band 

∆kL|1310 nm = – (2π/c2) λ0
4 (∆f)3 S(λ0)     (13b) 

Note that λ0 = 1550 nm and 1310 nm should be used in 

eqns. 13a and 13b, respectively. Therefore, 

        (14) 

where λ1=1310 nm and λ2=1550 nm. Let D = 17 ps/(nm.km) 

at 1550 nm and S = 0.092 ps/(nm2.km) at 1310 nm, then |r∆k | 

= 2.2×10-20 Δf. 

2.2. Effect of Interconnect Parameters on FWM 

Efficiency 

This subsection presents results describing the effect of 

the dispersion parameters and length of the interconnect on 

the FWM efficiency. The calculations are performed for 

unamplified 4-PAM WDM link designed in the O-band 

with 200 GHz channel spacing to carry 112 Gbps per 

channel data rate. For comparison purposes, results related 

to C-band counterpart are also given. 

Figure 2 shows the dependence of ηFWM on the 

interconnect length for the 1550 nm system and taking the 

dispersion parameter D as an independent parameter and 

assuming αdB= 0.2 dB/km. The calculations are based on 

eqn. 13a and presented for three values of D, 1, 5, and 17 

ps/(nm.km). The 17 ps/(nm.km) dispersion is related to a 

SSMF operating at 1550 nm window while 1 and 5 

ps/(nm.km) dispersions are related to a SSMF designed 

with partially dispersion compensation scheme. Note that 
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for this value of channel spacing (200 GHz), the effect of 

FWM is almost negligible when D = 17 and 5 ps/(nm.km) 

for all values of transmission distance. The statement is also 

true for D = 1 ps/(nm.km) and L > 5 km. 

 

Figure 2.  Variation of FWM efficiency with fiber transmission length for 

the 1550 system 

The variation of ηFWM with the 1310 nm fiber link is 

illustrated in Fig. 3. The results are presented for three 

values of dispersion slope (0.05, 0.1, and 0.15 ps/(nm2.km)) 

and obtained using eqn. 13b with αdB= 0.35 dB/km. Note 

that the efficiency is a decreasing function of both 

dispersion slope and link length. At L= 7, 10, and 22 km, 

the efficiency equals 80% when S= 0.05, 0.1, and 0.15 

ps/(nm2.km), respectively. The 60% efficiency is obtained 

when L increases to 10, 15, and 37 km, respectively. 

 
Figure 3.  Variation of ηFWM with transmission distance for the 1310 nm 

system 

The calculations are carried further to investigate the 

dependence of the power of the FWM component on 

various system parameters assuming O-band WDM system 

and using eqn. 10. The fiber parameters values at 1310 nm 

that used in the following calculations and simulations are 

αdB=0.35 dB/km, S=0.092 ps/(nm2.km), effective area 

Aeff=80 μ2 m, and n2 =26×10-21 m2/W. The nonlinear fiber 

parameter γ = 2πn2/(λ0 Aeff)=1.56 W-1 km-1 at λ0 =1310 nm. 

Equation 10 can be expressed in logarithmic scale to see the 

variation of the FWM component power with single 

channel power P0 using dBm measure  

Pm(L)|dBm = 10log ηFWM + 20log γ + 20logL- 4.34 αL + 

3P0(dBm) 

= 10log ηFWM + 20log γ + 20logL- αdBL + 3P0(dBm)  (15)  

where αdB = 4.34α which denotes fiber loss in dB/km with α 

is measured in km-1. Further, Pm(L)|dBm = 30+10log[Pm(L)] 

and P0(dBm) = 30 + 10log[P0(W)] and indicate dBm 

measures for the two powers. 
Investigating eqn. 15 reveals the following facts. The 

FWM component power Pm (L)|dBm increases linearly with 

channel launch power P0 (dBm) with slope = 3. Increasing 

P0 (dBm) from 0 to 3 dBm will increase the FWM 

component power by 9 dBm. This is to be compared with 

30 dB increase in PL (m) when P0 (dBm) increases from 0 to 

10 dBm. 

It is clear the fiber length affects the level of Pm (L) on 

two opposite ways. Increasing the fiber length means 

increasing the length of the nonlinear fiber optics medium 

which leads to increase in the level of Pm (L). At the same 

time, increasing L means increasing the total fiber loss and 

decreasing the FWM efficiency which is also a function of 

both fiber length and loss coefficient. The two effects are 

balanced at certain link length L0 which makes Pm attends 

its maximum value, (Pm)max. The value of L0 can be 

estimated by setting the derivative of the term QFWM≡ηFWM 

(γL)2 e-αL with respect to L, to zero. If the variation of η

FWM with L is not taken into account, then dQFWM/dL 

attends to zero when L0=2/α for α=0.08 km-1, (i.e., αdB= 

0.35 dB/km) L = 25 km. The actual value of L0 is less than 

that since ηFWM generally deceases with distance. 

The dependence of FWM component power Pm on the 

fiber length is presented graphically in Fig. 4 for three 

values of channel launch power, P0 = 0, 5, and 10 dBm. At 

10 km, Pm = -40.4, -24.4, and -10.4 dBm when P0 = 0, 5, 

and 10 dBm, respectively. Increases L beyond 10 km will 

increases Pm slightly till it approaches a maximum value at 

L ≡ L0 = 16 km. when L>L0, Pm decreases with L due to 

fiber loss. The effective fiber loss (αdB)eff is about 0.22 

dB/km when L varies from 20 to 100 km and this effective 

loss is independent of launch power P0. The value of (αdB)eff 

is estimated from 

(αdB)eff = [Pm(20 km)|dBm – Pm(100 km)|dBm]/(100-20) (16) 

The linear effective loss αeff = (αdB)eff/4.34=0.0507 km-1. 

Note that (αdB)eff is lower than 0.35 dB/km which is the loss 

of SSMF operating in the absence of nonlinear fiber optics 

effects. Note further that the FWM process try to enhance 

the level of the FWM component with increasing L due to 

the increase of the length of the nonlinear fiber optics 

medium. 

The analysis is carried further to deduce a simplified 

expression for the effective fiber loss parameter (αdB)eff 

when the variation of ηFWM with distance is not taken into 

account. When the fiber operates in the linear region, the 
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signal power at a distance L is related to its power at a 

reference distance Lr by [36] 

P(L) = P(Lr) e
-α(L-Lr)             (17a) 

Therefore, α is defined as 

            (17b) 

Equations (17a) and (17b) are modified in this work to 

describe the loss of a fiber operating in the nonlinear region 

 Pm(L) = Pm(Lr) e
-αeff(L-Lr)                  (18a) 

            (18b) 

According to the results depicted in Fig. 4, Lr =20 km 

and eqns. 18a and 18b valid for L>20 km. Using eqn. 10, 

which describes the variation of FWM component power 

with distance, into eqn. 18b yields αeff = α-2/L. Note that αeff 

is length dependent and yields (αeff)dB =4.43αeff = 

αdB-8.68/L dB/km where αdB is loss coefficient of the SSMF 

at the linear region (αdB=0.35 dB/km at λ=1310 nm). This 

simplified predication gives αeff = 0.051 km-1 [(α)dB)eff = 

0.22 dB/km)] at L = 66.8 km. 

 

Figure 4.  Variation of FWM component power Pm with the fiber length at 

1310 nm 

3. Design Issues for O-Band PAM WDM 
Interconnects 

This section discusses design issues and presents initial 

simulation transmission results for WDM interconnects 

incorporating 4- and 8-PAM modulation formats. The 

interconnects are designed for O-band operation with 200 

GHz channel spacing to support the transmission of 112 

Gbps data rate per channel. The results are presented for 4- 

and 8-channel WDM systems and give feasibility study on 

design DCIs to support 400 GbE and 800 GbE. The 

operation of each of the WDM channel is based on IM/DD 

scheme implemented using DML-based optical transmitter 

and unamplified SSMF link. The following results and 

related discussion focus on the effect of FWM on the 

transmission performance. 

As a starting point, which is useful for next discussion  

and comparison, the maximum transmission distance Lmax 

corresponding to a single-channel link is deduced as a 

function of channel launch power. The values of Lmax are 

estimated from the simulation when the receiver BER equals 

a threshold level (BERth) of 4.4×10-3. Recall that this BER 

limit represents the threshold of 7% overhead hard-decision 

(HD) forward error correction (FEC) code which yields 10-15 

BER when the code is used. Figure 5 shows the dependence 

of Lmax on launch power for a single-channel link and 

presented for both 4- and 8-PAM systems. Note that Lmax 

increases almost linearly with launch power P0(dBm) with 

slope ≈ 2.75 km/dBm for both PAM formats. At a fixed 

launch power, the value of Lmax in the 4-PAM link exceeds 

that of the 8-PAM link by about 6-8 km. At P0 = 10 dBm, the 

4- and 8-PAM links are able to transmit the 112 Gbps data 

over 73 and 66 km, respectively. 

 

Figure 5.  Variation of maximum transmission distance with launch 

power for 112 Gbps single-channel PAM link 

3.1. WDM System Configuration 

Figure 6 shows a simplified block diagram for a 

PAM-based 4-channel WDM link. The multiplexer (MUX) 

and the demulitplexer (DEMUX) act as 4:1 wavelength 

combiner and 1:4 wavelength-selective splitters, 

respectively. The demultiplexer is simulated here using four 

parallel optical bandpass filters (OBPFs) whose center 

frequencies match the frequencies of the four unmodulated 

transmitter lasers. The lasers frequencies are selected 

according to the O-band WDM grid issued by ITU-T 

(International Telecommunication Union-Telecommunicati

on Standardization Sector) [37]. The grid fixes the lasers 

frequencies that should be used with 50 GHz channel 

spacing and these frequencies are distributed symmetrically 

around central frequency (taken here as 228.85 THz which 

corresponds to λ = c/f = 1310.00 nm, where c = 299.8×106 

m/s is the speed of light in free space). The N-channel 

WDM system should be designed by selecting N 

frequencies from the grid with channel spacing n×50 GHz 

where n is a positive integer chosen to satisfy negligible 

crosstalk among the demultiplexer outputs. 
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Figure 6.  Block diagram for PAM-based 4-channel WDM link 

Initial simulation test on the designed 4-PAM WDM link 

reveals that channel spacing Δf= 200 GHz (or more) should 

be used to prevent spectral overlapping between adjacent 

channels at the multiplexer output when 112 Gbps data is 

transmitted by each channel and this helps the 

demultiplexer to select the required channel with negligible 

crosstalk. Therefore, the lasers frequencies in this work are 

chosen according to the following formula 

fi (THz) = 228.85+[i-(0.5N+1)] (0.2) i=1, 2, …, N  (19) 

For the 4-channel WDM link, the frequencies of the 

transmitter lasers are tuned to f1 = 228.45 THz, f2 = 228.65 

THz, f3 = 228.85 THz, and f4 = 229.05 THz. These 

frequencies correspond to the following wavelengths: λ1= 

1313.332 nm, λ2= 1311.174 nm, λ3= 1310.00 nm, and λ4= 

1308.884 nm. Note that the 200 GHz channel frequency 

spacing equals approximately 1.15 nm wavelength channel 

spacing. When 8-channel WDM link is used, the lasers 

frequencies are set to (in THz): to f1 = 228.05, f2 = 228.25, 

f3 = 228.45, f4 = 228.65, f5 = 228.85, f6 = 229.05, f7 = 

229.25, and f8 = 229.45. The wavelength range spans from 

λ1 = 1314.624 nm to λ8 = 1306.63 nm. 

3.2. Initial Simulation Tests 

Many simulation tests are performed to assess the 

dependence maximum transmission distance Lmax on 

channel launch power P0 for the 4- and 8-channel WDM 

links operating with 4- and 8-PAM modulation formats. 

The results (which will be shown in Section 4) indicate that 

two distinct regions can be seen in the Lmax-P0 plane. In the 

low power region, Lmax increases with increasing P0 but at a 

lower slope compared with single-channel transmission. In 

the second region, corresponding to high launch power, 

Lmax decreases with increasing P0. Careful investigation 

indicates clearly that the origin of this behavior is the 

nonlinear fiber optics and mainly due to FWM process. 

When the nonlinear refractive index parameter n2 in the 

used software is set to zero, the Lmax-P0 relation for both 

single-channel and WDM links become almost identical. 

Recall that n2 = 0 means that the fiber refractive index 

becomes intensity independent and therefore, Kerr effect 

vanishes.  

To get clear view about the effect of FWM, the spectra of 

the WDM waveforms at the multiplexer output and the fiber 

end are recorded for different operating conditions covering 

the following scenarios 

Scenario A-4-4: 4-PAM 4-channel interconnect 

Scenario A-8-4: 8-PAM 4-channel interconnect 

Scenario A-4-8: 4-PAM 8-channel interconnect 

Scenario A-8-8: 8-PAM 8-channel interconnect. 

There are also four ideal Scenarios covering the above 

operating conditions but without the effect of nonlinear 

fiber optics (i.e., n2=0) and denoted here by Scenarios B-4-4, 

B-8-4, B-4-8, and B-8-8, respectively. 

Figure 7 shows the waveforms spectra associated with 

Scenario A-4-4 (i.e., 4-PAM 4-channel link) when the 

channel launch power P0 equals 0 dBm and for three values 

of fiber length 20, 40, and 60 km. The simulation is 

repeated for P0 =10 dBm and the results are displayed in Fig. 

8. The results related to the Scenarios A-8-4, A-4-8, A-8-8 

are depicted in Appendix [Figs. (20 and 21), (22 and 23), 

and (24 and 25), respectively]. Results related to group B 

Scenarios (i.e., n2 = 0) are included in Figs. 9 and 10 for P0 

equals 0 and 10 dBm, respectively. Comparing the results in 

Figs. 7, 8, and 20 to 25 highs light the following facts 

i. The level of the FWM component increases with 

launch power (which is an expected results) while 

the number of the generated FWM components are 

increasing function of both launch power and 

transmission distance which indicates the presence 

of cascaded FWM. 

ii. The above observation is more pronounced when 

number of channels and PAM order increase. In fact, 

increasing number of multiplexed channels means 

increasing the total optical intensity in the fiber core 

which enhances the nonlinear phenomenon further 

according to Kerr effect. 

The effect of nonlinear fiber optics of the received eye 

diagram is also investigated for the PAM WDM 

interconnect. The results are presented in Figs. 11-13 for  

the 4-PAM 8-channel link. Figures 11 to 13 show the eye 

diagrams after 20 km transmission for channels 1, 5, and  

8 assuming 0, 5, and 10 dBm channel launch power, 

respectively. Channels 1 and 8 represent the edge channels 

in the WDM signal spectrum while channel 5 represents  

the central channel in this spectrum. The 20 km distance  

is chosen here because the received eye diagram 

corresponding to a single-channel transmission is 

completely opened even at 0 dBm launch power. The 

results in these figures reveal the following findings. 

The central channel (Ch.5) is more affected by FWM 

compared with edge channels (Ch.1 and Ch.8). Recall that 

in DFWM process, two photons of the ith channel produce 

two FWM photons, one with higher frequency (fi+∆f) and 

one with low frequency (fi-∆f). Therefore, Ch.5 is affected 

by FWM components generated by both higher-index 

(higher-frequency) channels (mainly from Ch.6) and 

lower-index (lower-frequency) channels (mainly from Ch.4). 

In contrast, Ch.1 is affected by FWM components from 
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higher-index channels (mainly from Ch.2) while Ch.2 is 

affected by lower-index channels (mainly Ch.7). 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 7.  Spectra corresponding to 4-PAM 4-channel WDM link 

operating with 0 dBm channel launch power (a) multiplex output (b)-(d) 

optical spectrum at the end of 20, 40, and 60 km fiber, respectively 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 8.  Spectra corresponding to 4-PAM 4-channel WDM link 

operating with 10 dBm channel launch power (a) multiplex output (b)-(d) 

optical spectrum at the end of 20, 40, and 60 km fiber, respectively 
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(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 9.  Received optical waveforms spectra corresponding to the four 

group B Scenarios. 60 km of fiber having n2 = 0 is used with 0 dBm 

channel launch power (a) 4-PAM 4-channel (b) 8-PAM 4-channel (c) 

4-PAM 8-channel (d) 8-PAM 8-channel 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 10.  Received optical waveforms spectra corresponding to the four 

group B Scenarios. 60 km of fiber having n2 = 0 is used with 10 dBm 

channel launch power (a) 4-PAM 4-channel (b) 8-PAM 4-channel (c) 

4-PAM 8-channel (d) 8-PAM 8 -channel 
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(a) 

 

(b) 

 

(c) 

Figure 11.  Received eye diagrams for 4-PAM 8-channel link at 0 dBm 

launch power and 20 km transmission (a) Ch.1 (b) Ch.5 (c) Ch.8 

 

(a) 

 

(b) 

 

(c) 

Figure 12.  Received eye diagrams for 4-PAM 8-channel link at 5 dBm 

launch power and 20 km transmission (a) Ch.1 (b) Ch.5 (c) Ch.8 

 

(a) 

 

(b) 
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(c) 

Figure 13.  Received eye diagrams for 4-PAM 8-channel link at 10 dBm 

launch power and 20 km transmission (a) Ch.1 (b) Ch.5 (c) Ch.8 

Increasing the channel launch power P0 degrades the 

quality of the received eye diagram due to the increase in 

the associated nonlinear fiber optics level. Note that at P0 = 

0 dBm, the eye diagrams of the three channels under 

observation are almost opened. At P0 = 5 dBm, the eye 

opening of Ch.1 and Ch.8 reduces, while the eye diagram of 

Ch.5 is almost closed. Increasing P0 further to 10 dBm 

yields completely closed eye diagrams for the three 

channels. 

It is worth to mention here the degradation in the quality 

of the received eye diagrams noticed above is due to 

nonlinear fiber optics and not due to fiber loss. The reasons 

behind this claim is that the received eye diagram 

corresponding to 20 km transmission is completely opened. 

To justify this claim further, the eye diagrams 

corresponding to the transmission of 8-chanel WDM signal 

over 60 km with 10 dBm launch power are recorded for 

channels 1, 5, and 8 after turning off the nonlinear refractive 

index parameters n2, in the software package. The results 

are depicted in Figs. 14 and 15 for 4- and 8-PAM 

interconnects, respectively, and indicate clearly that the eye 

diagrams are opened even when high launch power (10 

dBm) and long distance (60 km) are used in the simulation. 

These eye diagrams are almost similar to the eye diagram 

related to a single-channel transmission operating at the 

same WDM-channel conditions but with n2 is turned ON in 

the software. 

 

 

(a) 

 

(b) 

 

(c) 

Figure 14.  Eye diagrams corresponding to the transmission over 60 km 

of fiber having n2 = 0 and with 10 dBm launch power for 4-PAM 8-WDM 

(a) Ch.1 (b) Ch.5 (c) Ch.8 
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(a) 

 

(b) 

 

(c) 

Figure 15.  Eye diagrams corresponding to the transmission over 60 km 

of fiber having n2 = 0 and with 10 dBm launch power for 8-PAM 8-WDM 

(a) Ch.1 (b) Ch.5 (c) Ch.8 

4. Designing the PAM WDM 
Interconnect with Polarization 
Interleaving 

It is well-know that most of the nonlinear mixing 

processes between two electromagnetic waves depend on 

the cross product of their polarization field vectors. 

Generally, the efficiency of the mixing process depends on 

cos(∆θP), where ∆θP is the phase difference between their 

polarization angles. Therefore, the effect of mixing vanishes 

when the two waves have orthogonal polarizations (i.e., 

∆θP=0). These concepts have been already noticed in 

nonlinear fiber optics and the impact of interchannel 

nonlinear effects can be reduced considerably by ensuring 

that the neighboring channels are orthogonally polarized 

[38]. The same idea has been applied for high-bit rate 

long-haul optical communication systems to reduce 

interchannel nonlinearities [39, 40]. 

In this work, the concept of polarization interleaving is 

applied to reduce the effects of fiber nonlinear optics on the 

performance of the designed PAM WDM interconnects. 

Two polarization interleaved (PI) WDM configurations are 

introduced here as shown in Figs. 16a and 16b. In Fig. 16a, 

a polarization controller (PC) is inserted at the output of 

each transmitter laser to control its state of polarization 

(SOP) before entering the multiplexer. The SOPs of the odd 

and even lasers should be orthogonal at the outputs of the 

polarization controllers. For example, in the 8-channel 

WDM link, the polarizations of the fields of lasers 1, 3, 5 

and 7 are aligned in the x direction while the field 

polarizations of the lasers 2, 4, 6 and 8 are aligned in the y 

direction. This configuration is called here PI-WDM1 

interconnect. 

 

(a) 

 

(b) 

Figure 16.  Configurations of WDM interconnect with polarization 

controller (a) PI-WDM1 interconnect (b) PI-WDM2 interconnect. Tx: 

PAM optical transmitter, Rx: PAM optical receiver, X-PC and Y-PC: 

polarization controllers, X and Y denote X- and Y-Polarizations, 

respectively 

In the configuration of Fig. 16b, which is denoted here by 

PI-WDM2 interconnect, two separate multiplexers are used. 
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One of the multiplexer is used to groups the odd number 

channels while the other multiplexer groups the even 

number channels. Two wideband PCs are used, each one is 

inserted at the output of each multiplexer, to ensure that the 

SOPs of the two WDM waveforms are orthogonal.  

Simulation tests are performed to address the 

performance of the two PI-interconnects. The results reveal 

that both interconnects have almost identical performance if 

the used PCs are designed to control sharply the required 

SOP over the operating wavelength range. The IP-WDM1 

interconnect uses N narrowband PCs. (In this work, 200 

GHz PCs are used). The IP-WDM2 interconnect uses two 

wideband PCs. (In this work, two 1.6 THz PCs are 

employed for the 8-channel interconnects). Such wideband 

PC is costly and needs careful design considerations. 

To get clear picture about the key role played by the 

polarization interleaving, the four WDM interconnects 

described by group A Scenarios are simulated in the 

presence polarization interleaving assuming 20 km SSMF 

link. The results are presented in Figs. 17 and 18 for 0 and 5 

dBm launch power per channel, respectively. Each figure 

contains the optical spectrum of the received waveform and 

the corresponding central channel eye diagram for each of 

the four interconnects. 

It is clear from these figures that the polarization 

interleaving works well in the 4-channel WDM link even 

with 8-PAM and 5 dBm launch power leading to almost 

perfect eye diagram at the receiver side. In contrast, the 

improvement in the quality of the received eye diagram 

gained by using polarization interleaving in the 8-channel 

WDM link is reduced compared to the 4-channel WDM 

link. The reduction in the quality of the eye diagram is more 

pronounced for the 8-PAM when the launch power 

increases. At P0 =5 dBm, the eye diagram corresponding to 

20 km transmission over 8-PAM 8-WDM link is almost 

closed.   

5. Summary of the Transmission 
Performance of the Designed O-Band 
PAM WDM Interconnects 

The simulation is carried further to deduce the variation 

of maximum transmission distance Lmax with channel 

launch power P0 for the designed WDM interconnects 

operating with and without polarization interleaving. The 

results are presented in Figs. 19a-d for the four interconnect 

described in group A Scenarios (namely, 4-PAM 4-WDM, 

4-PAM 8-WDM, 8-PAM 4-WDM, and 8-PAM 8-WDM). 

Additional results corresponding to the ideal case when the 

effect of fiber nonlinear optics in neglected (i.e., n2 = 0) are 

also included in these figures for comparison purposes. 

Note that the transmission performance corresponding to n2 

= 0 cases is independent of number of multiplexed channels 

and the results match that of a single-channel counterpart. 

 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 17.  Optical spectrum and central channel eye diagram for 

different interconnects simulated with 0 dBm channel launch power and 20 

km transmission distance and using polarization interleaving (a) 4-PAM 

8-WDM (b) 8-PAM 4-WDM (c) 4-PAM 8-WDM (d) 8-PAM 8-WDM. 

The central channels under observation are the third and fifth in 4- and 

8-channel WDM link, respectively 
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(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 18.  Optical spectrum and central channel eye diagram for 

different interconnects simulated with 5 dBm channel launch power and 20 

km transmission distance and using polarization interleaving (a) 4-PAM 

8-WDM (b) 8-PAM 4-WDM (c) 4-PAM 8-WDM (d) 8-PAM 8-WDM. 

The central channels under observation are the third and fifth in 4- and 

8-channel WDM link, respectively 

The following conclusions are drawn from the results 

depicted in Figs. 19a-d 

i.  In the presence of polarization interleaving, the 

maximum reach Lmax approaches its highest value, 

Lopt, at a certain level of launch power (called here 

optimum launch power Popt). The optimum values 

Popt and Lopt depend on the PAM order and number 

of multiplexed channels (see Table 1). For each of 

the four interconnects, the transmission distance 

increases with P0 when P0<Popt. Operating with P0 > 

Popt leads to decrease Lmax with increase of P0 due to 

nonlinear effects. The highest values of Popt and Lopt 

occurs in the 4-PAM 4-WDM interconnect (7 dBm 

and 62 km). These values reduce with increasing 

PAM order and/or number of multiplexed channels. 

ii.  Operating with polarization interleaving and with P0 

< Popt shows that the variation of the transmission 

distance Lmax with P0 almost matches the relation of 

the single-channel transmission (i.e., n2 = 0 case). 

This statement is true except for the 8-PAM 

8-channel WDM link where the value of Lmax is less 

than that of the single-channel transmission. This is 

due to the high level of nonlinear fiber optics in this 

case. 

iii.  The presence of polarization interleaving enhances 

the maximum reach compared with similar link 

designed without PI as shown in Table 2. 

Table 1.  Optimum performance parameters for the polarization 
interleaved WDM interconnects 

 

Table 2.  Maximum transmission in the absence and presence of 
polarization interleaving (a) 4-channel WDM interconnect (b) 8-channel 
WDM interconnect. “X” denotes that the transmission distance is less than 
1 km 

(a) 4-channel WDM interconnect 
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(b) 8-channel WDM interconnect 

 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 19.  Variation of maximum transmission with channel launch 

power for four different WDM interconnects (a) 4-PAM 4-WDM (b) 

8-PAM 4-WDM (c) 4-PAM 8-WDM (d) 8-PAM 8-WDM 

6. Conclusions 

The transmission performance of unamplified 4×112 

Gbps and 8×112 Gbps WDM-based data center 

interconnects has been investigated for O-band operation 

using 200 GHz channel spacing. The single WDM channel 

uses IM/DD scheme with 4- and 8-PAM modulation 

formats. The analytical and simulation results reveal that 

the effect of FWM on the performance of O-band WDM 

interconnect is more severe compared with C-band 

counterpart. The effect of FWM is more pronounced with 

8-PAM 8-channel WDM interconnects compared with other 

PAM-WDM links. Polarization interleaving (PI) technique 

has been used to reduce the effect of FWM on the 

transmission performance of the WDM interconnects using 

PI with 0 dBm channel launch power increases the 

maximum reach Lmax to 44, 36, 42, and 10 km for 4-PAM 

4-WDM, 8-PAM 4-WDM, 4-PAM 8-WDM, and 8-PAM 

8-WDM interconnects, respectively. These values ate to be 

compared with 54, 44, 47, and 14 km, respectively, at 3 

dBm launch power. The analysis and simulation results can 

be used as a guideline to design PAM–based O-band WDM 

interconnects. The work may be extended in the future to 

address the performance of 224 Gbps per channel 

PAM-WDM interconnects and to introduce 16-PAM 

modulation in the investigation. 

Appendix 

Results related to the Scenarios A-8-4, A-4-8, A-8-8 for 

M-PAM WDM interconnects. 
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Figure 20.  Spectra corresponding to 8-PAM 4-channel WDM link 

operating with 0 dBm channel launch power (a) multiplex output (b)-(d) 

optical spectrum at the end of 20, 40, and 60 km fiber, respectively 

 
Figure 21.  Spectra corresponding to 8-PAM 4-channel WDM link 

operating with 10 dBm channel launch power (a) multiplex output (b)-(d) 

optical spectrum at the end of 20, 40, and 60 km fiber, respectively 

 
Figure 22.  Spectra corresponding to 4-PAM 8-channel WDM link 

operating with 0 dBm channel launch power (a) multiplex output (b)-(d) 

optical spectrum at the end of 20, 40, and 60 km fiber, respectively 

 
Figure 23.  Spectra corresponding to 4-PAM 8-channel WDM link 

operating with 10 dBm channel launch power (a) multiplex output (b)-(d) 

optical spectrum at the end of 20, 40, and 60 km fiber, respectively 
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Figure 24.  Spectra corresponding to 8-PAM 8-channel WDM link 

operating with 0 dBm channel launch power (a) multiplex output (b)-(d) 

optical spectrum at the end of 20, 40, and 60 km fiber, respectively 

 

Figure 25.  Spectra corresponding to 8-PAM 8-channel WDM link 

operating with 10 dBm channel launch power (a) multiplex output (b)-(d) 

optical spectrum at the end of 20, 40, and 60 km fiber, respectively 
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Konczy-kowska, J. Renaudier, F. Jorge, B. Duval, J. Y. 
Dupuy, A. Ghazisaeidi, Ph. Jennev é, M. Achouche, and S. 
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