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Abstract  Three distinct processes of memory have been identified. These are an encoding process, a storage process and 
a retrieval process. In this paper we are suggesting that this information processing theory can be understood from the appli-
cation of a neurophysiological- electromagnetic theory of “brainwaves” based on known (but highly idealized) properties of 
synaptic action and has been formulated with implications for a large scale integration required for cognitive processes. 
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1 Introduction 
Memory of some sort is fundamental to our understanding 

of behaviour and mind. The ideas and theories in the study of 
memory have changed drastically in the last 20 years[1-3]. 
Earlier work took its inspiration from conditioning studies 
and looked at human memory in terms of associations, or 
connections, between stimuli and responses. Although this 
approach to memory resulted in the discovery of numerous 
important principles, it seemed to many psychologists, in-
adequate to account for the richness and flexibility of human 
memory. The current trend in the study of memory is to 
emphasize cognitive, or mental, processes over stimulas 
response associations. Three distinct processes of memory 
have been identified. These are an encoding process, a 
storage process and a retrieval process. Encoding is the 
process of receiving sensory input and transferring it into a 
form, or code, which can be stored; storage is the process of 
actually putting coded information in to memory; and re-
trieval is the process of gaining access to stored, coded in-
formation when it is needed. In the Atkinson-Shiffrin theory, 
memory starts with a sensory input from the environment. 
This input is held for a very brief time -several seconds at 
most- in a sensory register associated with the sensory 
channels (vision,, hearing, touch and so forth). Information 
that is attended to and recognised in the sensory may be 
passed on to short term memory (STM), where it is held for 
perhaps 20 or 30 secs. Some of the information reaching 
STM is processed by being rehearsed – that is by having 
attention focussed on it, perhaps by being repeated over and 
over or perhaps by being processed in some other way that 
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will link it up with other information already stored in 
memory. Information that is rehearsed may then be passed 
along to long term memory (LTM), information not so 
processed is lost. When items of information are placed in 
LTM, they are organised in to categories, where they may 
reside for days, months, years or for a lifetime. When one 
remembers something, a representation of the item is with-
drawn or retrieved from LTM. In this paper we are sug-
gesting that this information processing theory can be un-
derstood from the application of a neurophysiological- 
electromagnetic theory of “brainwaves” based on known 
(but highly idealized) properties of synaptic action and has 
been formulated with implications for a large scale integra-
tion required for cognitive processes[4-7]. In subsequent 
papers [8-9] we applied the model to suggest an explanation 
for the surge of electrical activity during near death experi-
ence( NDE) and coordination of complex activity for sensory 
information processing. 

It is obvious that some physical change must take place in 
the nervous system when we learn something new. A theory 
stated by Donald Hebb (1949) may turn out to be an accurate 
model of the physiological process responsible for learning 
and memory. According to Hebb, synaptic facilitation is the 
biological basis of learning and memory. Individual ex-
periences result in unique patterns of neural activity, which 
reverberate through neural loops. This causes structural 
changes in the synapses to occur. These changes make firing 
in the loop more likely in the future. In other words, synapses 
become more efficient, or facilitated. Thus for Hebb, 
changes in the synapses are the biological basis of memory. 
So when excited above a certain level, the threshold, the 
neuron fires , that is, it transmits an electrical signal. Syn-
apses are one way connections. Signals pass from axon to 
dendrite but do not travel in the opposite direction. The 
signals are received mostly by the dendrites of the next 
cell[10-13]. 
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2. Method 
Modelling a myelinated axon as a lossy transmission line 

of infinite periodic structure and regarding as a cascade of 
identical cells(Fig.1);in previous papers[4-9] we argued that 
brain waves can be treated as “Bloch waves” which may 
provide an important mechanism for a large scale integration 
required between the constantly interacting areas of the 
brain. 

 
Figure 1.  Transmission line axon model 

Each cell is a two-port composed of a parallel admittance 
Y and two transmission line segments of length d/2 at each 
side of the admittance. The admittance of each cell plays the 
role of Ranvier node, where Y =G+jωC. G:conductance and 
C:capacitance. 

The Bloch impedance is different if the terminal planes of 
the unitary cell are shifted a distance l in the z direction [7,8]. 

 
Periodic structures may be analyzed in terms of the for-

ward and backward propagating waves that can exist in each 
unit cell. Let the amplitudes of the forward and backward 
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Solution for a Bloch wave requires: 
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Nontrivial solution for cn+1
+, cn+1

- is obtained only if the 
determinant vanishes. 

Consequently, the eigen value equation for γ is 
A11A22-A12A21+e2γd – eγd(A11+A22) = 0 & 
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since the determinant of the transmission matrix 
(A11A22-A12A21) is 1 when normalized wave amplitudes are 
used. 

The Bloch wave which can propagate in the periodic 
structure is made up from forward and backward propagating 
normal transmission line or wave guide waves that exist 
between discontinuities. When γ has been determined from 
eq. (3). 

The total voltage and current at the nth terminal plane will 

be a superposition of an incident and reflected Bloch wave. 
The input impedance at the nth terminal plane is[7,8] 
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One important property of this periodic structure is pass-
band-stopband characteristics. The information contained in 
the eigen value equation for the propagation constant β can 
be plotted on a k0β(or ω- β) plane. The resultant plot is the 
Brillouin diagram[7]. The passband - stopband characteristic 
is the existence of frequency bands throughout which a wave 
propagates unattenuated along the structure separated by 
frequency bands throughout which the wave is cut off and 
does not propagate. 

3. Discussion and Conclusions 
It is believed gamma switch is a general principle of the 

brain, employed throughout the brain to enhance interre-
gional communication. It is found that there are slow gamma 
waves and fast gamma waves coming from different brain 
areas, just like radio stations transmit on different frequen-
cies. Brain filters out distracting thoughts to focus on a single 
bit of information[15]. The lower frequencies are used to 
transmit memories of past experiences, and the higher fre-
quencies are used to convey what is happening where we are 
right now .The high-frequency oscillations generated by the 
brain are coupled to the slower theta oscillations. Stronger 
and more lasting memories are likely to be formed when a 
person is relaxed and the memory-related neurons in the 
brain fire in sync with certain brain waves. Synchronization 
in the brain is influenced by “theta waves” which are asso-
ciated with relaxation but also with learning and memory 
formation[16]. Coupling is important because the two 
rhythms have different functions and operate on different 
spatial scales. High frequency activity is very localized while 
the theta rhythm is much more spatially widespread. It may 
be possible that brain oscillations organize neurons into 
cooperating groups: low-frequency waves synchronize the 
firing of large groups of neurons, while the higher frequen-
cies synchronize smaller groups. Although the underlying 
neuronal activity is not known the oscillations may be gen-
erated spontaneously by neurons when grouped together. We 
are arguing that the groups of neurons modeled as transmis-
sion line behave like resonators and external stimuli within a 
broad spectrum of operating brain frequencies affect the 
firing properties of individual neurons. The nonlinear prop-
erties of an individual neuron can amplify the effects of such 
small fields of brain waves treated as Bloch waves. It could 
be possible to either have an experience, or to store or re-
trieve experiences in such a way as to highlight what appears 
important and discard the seemingly weak or unimportant 
factors[17]. Attention regulates the flood of sensory infor-
mation pouring into the brain into a manageable stream. In 
particular, a lot of different areas of the brain are involved in 
vision. If they all competed at once, it would be chaos[18]. 
The predictability of memory strength is determined by spike 
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timing relative to theta oscillations. These findings provide a 
link between the known modulation of theta oscillations by 
many memory-modulating behaviours and circuit mecha-
nisms of plasticity[16]. This could explain the way we just 
remember certain incidents, things or dates. For other cases 
when information is rehearsed the transmission line reso-
nator attains the resonant frequency and the information is 
stored in LTM from STM for days, months and years. 
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