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Abstract  Application of ANN to the electricity price forecasting is gaining importance in the context of electricity mar-
kets. This paper presents four different ANN models used for forecasting the electricity price. They are the classical back 
propagation neural network model, radial basis function neural network model, genetic algorithm based neural network and a 
direct non-iterative state estimation based neural network model. A case study is made with the downloaded data of the 
day-ahead pool market prices of the Iberian Energy Derivatives Exchange using the above four different ANN models and the 
results are compared. 
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1. Introduction 
In many countries all over the world, the power industry is 

moving towards a competitive framework, and a market 
environment is replacing the traditional centralized operation 
approach, a process that is known as restructuring. The most 
fundamental characteristic of the restructuring process that is 
taking place in numerous countries around the world is that 
market mechanisms have replaced the highly regulated 
procedures that were used in the decision-making process 
under traditional regulation[1]. The main objective of an 
electricity market is to decrease the cost of electricity 
through competition. The understanding of electric power 
supply as a public service is being replaced by the notion that 
a competitive market is a more appropriate mechanism to 
supply energy to consumers with high reliability and low 
cost[2]. Most commodities have been traded for many years. 
However, electrical energy is different from most other 
commodities, and electrical market has its own complexities. 
The electrical energy cannot be appreciably stored, and the 
power system stability requires constant balance between 
supply and demand. Most users of electricity are, on short 
timescales, unaware of or indifferent to its price. These two 
facts drive the extreme price volatility or even price spikes of 
the electricity market[3,4].  

The deregulated power market is an auction market, and 
energy spot prices are volatile. On the other hand, due to the 
upheaval of deregulation in electricity markets, price 
forecasting has become a very valuable tool. The companies 
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that trade in electricity markets make extensive use of price 
prediction techniques either to bid or to hedge against vola-
tility. In the pool, usually, spot prices are publicly available, 
as is the case of the day-ahead pool of mainland Spain 
(www.omip.pt), the Californian pool (www.calpx.com), or 
the Australian national electricity market (www.nemmco. 
com.au). Many statistical based techniques are present in the 
literature for short term load forecasting and the same have 
been used for price forecasting also[5,6]. Among many ex-
isting tools, ANN has received much attention because of its 
clear model, easy implementation, and good performance. 
Many ANN based Price forecasting models were proposed in 
literature[7-12]. A novel non-iterative technique based on 
weighted least squares state estimation for short term load 
forecasting of Distribution Systems is proposed in[13]. Us-
age of Genetic algorithm for electricity price forecasting was 
proposed in[14,15].  

In price forecasting applications, the main function of 
ANN is to predict price for the next hour, day(s) or week(s). 
The several reasons why ANN based price forecasting is 
superior over conventional forecasting techniques are that 
there is not any such standards and/or rules to describe the 
relationship between price variations and other parameters 
such as weather conditions. Also, the data used in the train-
ing and testing of the price-forecasting model is usually 
noisy and uncertain, and the price forecast performance is 
sensitive to initial conditions such as historical temperature 
information[16,17].  

This paper presents four different ANN models used for 
Short Term Price Forecasting (STPF). They are the classical 
Back Propagation Neural Network model (BPNN), Radial 
Basis Function Neural Network model (RBFNN), Genetic 
Algorithm based Neural Network (GANN) and a direct 
non-iterative State Estimation based Neural Network model 
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(SENN). In this paper, online price data from the Iberian 
Energy Derivatives Exchange is considered. Data of three 
months (April, May and June of 2011) is downloaded from 
the Iberian Energy Derivatives Exchange (www.omip.pt). A 
case study with the downloaded data of the day-ahead pool 
market prices of the Iberian Energy Derivatives Exchange is 
made with the above four different ANN models and the 
results are compared. 

The paper is organized as follows. Section II briefly dis-
cusses the four different models i.e BPNN, RBFNN, GANN 
and SENN used for STPF. Flow-charts corresponding to the 
four different models are given in Section III. Section IV 
presents the results obtained from the case study using the 
four different models. Observations made from the test re-
sults are summarized as conclusions in Section V.  

2. Different ANN Models 
A. Back Propagation Neural Network Model 
The BP network is composed of one input layer and one or 

more hidden layers and one output layer. The learning 
process of network includes two courses, one is the input 
information transmitting in forward direction and another is 
the error transmitting in backward direction. In the forward 
action, the input information goes to the hidden layers from 
input layer and goes to the output layer. If the output of 
output layer is different from the target value then the error 
will be calculated. These errors will be transmitted backward 
direction then the weights between the neurons of every 
layers will be modified in order to make the error as mini-
mum as possible. Then the network is said to be trained 
network for the given data or application.  

BPNN Architecture: 

 
Figure 1.  BPNN structure 

 
Figure 2.  RBFNN structure 

B. Radial Basis Function Neural Network Model 
The Radial Function is similar to the Gaussian function, 

which is defined by a centre and a width parameter. The 
parameters of the RBF units are determined in three steps of 
the training activity. First, the unit centers are determined by 
some form of clustering algorithm like K-means clustering 
algorithm. Then the widths are determined by a nearest 
neighbor method. Finally, weights connecting the RBF units 
and the output units are calculated using delta rule. Euclidean 
distance-based clustering technique has been employed here 
to select the unit centers. The normalized input and output 
data are used for training of the RBF neural network. To 
ensure that the neural network has learned and not memo-
rized, reshuffling of training patterns was performed to get 
almost equal errors during training and testing.  

The location of the centers of the receptive fields is a 
critical issue. The RBF networks are benefited by clustering 
the training vectors when there is a large amount of training 
data. If the data forms a cluster, an entire cluster of training 
vectors in the training set may get connected to reduce 
number of hidden nodes. This may substantially decrease the 
computation time in the reference mode.  

The diameter of the receptive region, determined by the 
value of unit width (σ) can have a profound effect upon the 
accuracy of the system. The objective is to cover the input 
space with receptive fields as uniformly as possible. If the 
spacing between centers is not uniform, it may be necessary 
for each hidden layer neuron to have its own value of σ .For 
hidden layer neuron whose centers are widely separated from 
others. σ must be large enough to cover the gap, whereas 
those in the centers of a cluster must have a small σ if the 
shape of the cluster is to be represented accurately. 

The typical RBF network structure (Fig. 2) for STPF is a 
3-layered network; with the nonlinear radial basis function as 
the transfer function. The RBFN model used here has 38 
neurons in the input layer, 1 neuron in the output layer as 
utilized for BPA. The number of hidden neurons selected as 
600 with Gaussian density function. 

Euclidean distance-based clustering technique has been 
employed to select the number of hidden (RBF) units and 
unit centers. The optimal learning is achieved at the global 
minimum of testing error. It was observed that the conver-
gence in this case was faster and also its performance was 
better as compared to the BPNN model.  

C. Genetic Algorithm based Neural Network Model 
Genetic algorithm has been used to search the weight 

space of a multilayer feed forward neural network without 
the use of any gradient information. The basic concept be-
hind this technique is as follows. A complete set of weights 
(V11, V12, V13…W11, W21, W31….) are coded in a string, which 
has an associated fitness finding the optimal weights.  

Implementation of Genetic Algorithm Neural Network is 
discussed below. 

Chromosome Encoding: A major obstacle to using genetic 
algorithms to evolve the weights of a fixed network is the 
encoding of the weights onto the chromosome. 
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Figure 3.  Coding method GANN 

 
Figure 4.  SENN structure 

The weights of a neural network are generally real valued 
and unbounded, whereas a chromosome in a genetic algo-
rithm is generally a string of bits of some arbitrary length 
(see fig 3). Encoding real values onto such a chromosome 
presents problems both in the precision of the representation 
and the resultant length of the chromosome. The length of 
the chromosome impacts upon the size of the search space of 
the genetic algorithm, and the efficiency of the search. A 
sample chromosome representation used in this work is  

[V11, V12, ….V21,V22,…V31,V32,..….W11, W21, W31….] 
Evaluation Function: Assign the weights on the chromo-

some to the links in a network of a given architecture, run the 
network over the training set of examples, and return the sum 
of the squares of the errors. Mean square error of each 
training pattern ‘p’ is defined as pE  and is calculated as  
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where Tj is the target value and Ooj is the output value and 
‘No’ is the number of outputs 

Error rate and the fitness of the ith chromosome is calcu-
lated as 

 ( )
pEError rate i Np

∑= and 
1( )  ( )fit i Error rate i=  

where Np  is the total no. of training patterns 
Genetic operators: Roulette-wheel technique is used for 

parent selection. Uniform cross over with probability of 
crossover 0.9 is used in this paper. Probability of mutation is 
taken in this work as 0.03. Probability of Elitism is taken in 
this work as 0.1. Gene Copy Operator (GCO) which selects 
the worst fitted chromosome and replaces that with best 
fitted chromosome in order to augment the optimization 
process is used. This process increases the search speed and 

allows the GA to get optimal solution.  
The construction, scaling, and simulation of NN archi-

tecture are similar to that of what we used for BPNN im-
plementation. The population size, bit length for each weight 
used in this work is 40, 10 respectively. The only difference 
is that there is no need to initialize the weight matrices; in-
stead we have to generate initial random population.  

D: State Estimation based Neural Network Model 
The weight matrix between Input and Hidden layer is es-

timated like the states (x1, x2, and xN) in State Estimation 
Technique. Similarly the weights between Hidden & Output 
also estimated like the states in State Estimation Technique. 
For each training sample, the input data at Input layer and the 
data at Output layer are known. But there is no relevant data 
at hidden nodes corresponding to each training sample. So 
the problem comes with hidden layer data. Different com-
binations at the hidden layer are tried and finally one set of 
hidden layer which is good in training the Neural Network 
Structure is selected. 

SENN Architecture: 
Construction of SENN (State Estimation based Neural 

Network) is similar to the BPNN, except the weight ini-
tialization[other things like Node structure, Training period, 
Normalization, De-normalization, etc remain unchanged].  
In SENN method there is no need to initialize the weights to 
random values. 

Further, it is notified that that the use of activation func-
tions at the hidden layer nodes are not offering any favor to 
the training process.[i.e., the results with and without sig-
modal activation function are almost the same]. Thus, the 
relation between all inputs[X], connected weights[V] to the 
first hidden node output ‘y1’ for all training samples ‘Ns’ can 
be expressed as 

( ) ( 1) ( 1)VNs N N NsX Y
× × ×

× =                    (1) 

where Vij  Weight matrix b/w Input-Hidden layers. 
Xi  Input to each node I of Input layer. 
Yj  Output of each node j of hidden layer. 
N  No of Input layer nodes. 
NH  No of Hidden layer nodes. 
Eq. (1) is somewhat imperfect equation and may be writ-

ten as 

( ) ( 1) ( 1) ( 1)VNs N N Ns NsX Yη
× × × ×

× + =                 (2) 

Since the ‘y1’ values for each sample are not known ini-
tially, they may be taken as multiples of the mean of input 
values of that particular training samples.   

( ) ( ) ( ) ( ) = r * Mean value of  ( ) sample (x ,  x ,...., x )1 2
ij i i ithy r x it ti N=

 where rt = 1 for i=1 and j=1 

rt  = Random number between (0.85-1.25), which is dif-
ferent for each ( )y j

i , i  2 to NH∀ , j  2 to Ns∀  
Using the state estimation approach, we can evaluate the 

weight matrix[V] corresponding to the first hidden node. 
1

( 1) ( ) ( 1)V X Yeffe effeN N N N
−

× × ×
= ×           …(3) 



4 S. V. N. L. Lalitha et al.:  Different ANN Models for Short-Term Electricity Price Forecasting 
 

 

where 
T 1

effe

T 1

X X  ; 

Xeffe

R X

Y R Y

−

−

 =    
   =   

 R-1 is chosen as identity 

matrix whose dimension is Ns X Ns. 
Similarly the 

( )
V

N j×
   matrix is evaluated using (3) for 

each hidden node ‘j’, and it is repeated for all hidden nodes to 
get the final combined total matrix of ( )V N NH   ×  between 

Inputs, and Hidden layer nodes. This completes estimation of 
weights between Input & Hidden layers. 

And now the ouput equation with the weights between 
(Hidden-Output) nodes can be written as 

[ ] [ ] [ ]1 1
W( ) ( ) ( )Ns NH NH Ns

Y Out
× × ×

× = .   (4) 

Wij  Weight matrix between Hidden-Output layers. 
Out  Output of Output layer. 
NO  No of Output layer nodes 
Equation (4) is some what imperfect equation and it can be 

written as  

[ ] [ ] [ ] [ ]( ) ( 1) ( 1) ( 1)
W

Ns NH NH Ns Ns
Y Outη

× × × ×
× + = .    (5) 

Since target values are known using the state estimation 
approach we can estimate the weights using  

[ ] [ ] [ ]1

( 1) ( ) ( 1)
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−
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R-1 is chosen as identity matrix whose dimension is Ns X 
Ns. 

Then we get the weight matrix ( 1)
W

NH×
    between (Hid-

den-Output) layers for the first output. Similarly 
( )

W
NH j×

    
needs to be evaluated for j=1 to NO. Now the Network is 
fully trained with the given samples and is ready for test-
ing[forecasting of new prices]. Now just supply the test input 
from Input to the Output layer as we did in Neural Networks, 
we can get the forecasted output which is closer to the actual 
output. 

State Estimation Neural Network- direct technique: 
As the data pertaining to hidden node is not known ini-

tially, instead of generating hidden node, train the network 
without hidden layer (i.e. eliminating Hidden layer). Then 
the network structure now becomes very simple with ‘N’ 
input nodes and ‘NO’ output node. The problem now sim-
plifies to estimating only one weight matrix with both input 
and output data readily available. The input layer outputs are 
directly propagated to the output layer, which further reduces 
the computational burden and time of execution.  

If the input vector is written as[A] and the target vector is 
written as[Z] connected by the weight matrix[W] then the 
first output value for all the training samples is represented as 

[ ] [ ] [ ]
1 1

W( ) ( ) ( )Ns N N Ns
A Z

× × ×
× =        (7) 

Equation (7) is some what imperfect equation and it can be 
written as  

[ ] [ ] [ ] [ ]( 1)1 1
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×× × ×

× + =    (8) 

Since target values are known using the state estimation 
approach we can estimate the weights using  
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Similarly [ ]( )
W

N j×
 needs to be evaluated for j=1 to NO. 

Then the Network is fully trained with the given samples and 
is ready for testing[forecasting of new prices]. The SENN 
direct technique is used in this paper with 38 inputs and one 
output. 

3. Flow Charts of ANN Models 
Flow-charts of the four different ANN models i.e 

SENN-Direct, BPNN, RBFNN and GANN are given below 
in Fig.5, 6, 7 and 8 respectively.  

 
Figure 5.  Flow chart for SENN-direct algorithm 

Error Analysis: 
For each of above four models error analysis is done as 

below. 

Daily mean error 
24

1

( ) ( )1 100;
24 ( )

a f

ai

P i P i
DME

P i=

−
= ×∑  

Mean Absolute Percentage Error 
24

1

( ) ( )1 100;
24 ( )
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MAPE

P i=

−
= ×∑  

Input Variables selection: 
Different sets of lagged Prices have been proposed as in-

put features for the Price prediction in the electricity market. 
Bearing in mind the daily and weekly periodicity and trend 

Select the no. of Input(N) and output (NO) nodes 

Arrange inputs (Ii) & outputs (Ti) in 
matrix form[A]NSXN &[Z]NSXNO 

Normalize[A] &[Z] with min, max values of each sample  

Using WLS SE approach find  
[Aeff]NXN =[At]NXNSx[A]NSXN & 
[Zeff]NXNO =[At]NXNSx[Z]NSXNO 

Evaluate weight matrix[W]NXNO =[Aeff]-1
NXNx[Zeff]NXNO 

Training of SENN is over. Simulate the 
network & get the forecasted output 
 

End 
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of the Price signal, the set of 38 inputs, is considered in this 
report as the input features. The selected input features are 
lagged Prices recommended in several papers. hP repre-
sents the Price at hour h which is the single output of the 
training samples. 1hP −  stands for (h-1)th  

1 2 3 4 5 6 24 25 26 27 48

49 50 51 72 73 74 75 96 97 98

99 120 121 122 123 144 145 146 147

168 169

{ , , , , , , , , , , ,
, , , , , , , , , ,
, , , , , , ,  , ,
, ,

h h h h h h h h h h h

h h h h h h h h h h

h h h h h h h h h

h h h

P P P P P P P P P P P
P P P P P P P P P P
P P P P P P P P P
P P P

− − − − − − − − − − −

− − − − − − − − − −

− − − − − − − − −

− − 170 171 192 193 194 195 inputs, , , , , } 38h h h h hP P P P P− − − − − − =

 
Figure 6.  Flow-chart of BPNN Model
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no 
 

Select the no. of Input, Hidden and output nodes 

Normalize inputs (Ii) & Outputs (Ti) for all samples 

Error_rate(iter)<=Tole 

Problem Converged. Simulate the network & get the 
forecasted output 

Calculate Error_rate(iter) = Σ Ep / NS 

Initialize weight matrices[V],[W] to randomly selected 
variables 

Iter=1 

End 
 

Initialize error 

Problem not con-
verged. Simulate the 
network & get out-
put 

Backward pass the error and Modify the weight matric-
es[V],[W] 

 

Is (Sample <= NS) 

Iter =Iter+1 

 

Is iter<=Itermax 

Sample =1 

Forward pass & Calculate actual Output 
values 

 

Calculate Error (Ep) Increment 
Sample  
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Figure 7.  Flow-chart of RBFNN Model 

Training Period:  
Functional relationships of hourly Price, especially in the developed countries, rapidly vary with time. So, the training 

period of Price prediction is more limited. On the other hand, if the training period is selected to be very short, then the NN 
can not derive all functional relationships of the Prices due to the small number of training samples. The last 48 days has been 
proposed as the training period of the NN for the Prices prediction in the electricity market. Then it forecasts the Prices of the 

yes 
no 
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no 
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Iter =Iter+1 
 

Error_rate(iter)<=Tole Problem not  
converged. Simu-
late the network & 

get output Problem Converged. Simulate the network & get the fore-
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Calculate Error_rate(iter) = Σ Ep / NS 

Backward pass the error and Modify the weight matric-
es[W] 

 

Is ( Sample <= NS) 

End 
 

Evaluate activation output (aj) of each hid-
den node 

 

Calculate Error (Ep) 

Forward pass 9 activation output (aj) & get 
output 

Increment 
Sample  

Normalize inputs (Ii) & Outputs (Ti) for all samples 
 

Initialize weight matrix[W] with random values 

Select the no. of Input, Hidden and output nodes 
 

 

Use K-means clustering algorithm to initialize centers & evaluate centers for each 
hidden node 

 
Evaluate RBF Unit Width of each hidden node 

Is iter<=Itermax 

Iter=1 

Initialize error 

Sample =1 
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next 24 h (one day ahead), which are unseen for the NN. A total of 1152 training data elements are available. Out of these, 
first 8 days data is set aside as buffer & training is started from 9th day. 

 
Fig 8.  Flow-chart of GANN Model
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Figure 9.  Actual Price and forecasted price using four models 

4. Results 

Three months data (April, May and June of 2011) is 
downloaded from the Iberian Energy Derivatives Exchange 
(www.omip.pt). A case study with the downloaded data of 
the day-ahead pool market prices of mainland Spain is made 
with the above four different ANN models and price for 24 
hours (from 3rd hour of 29th June 2011 to 2nd hour of 30th June 
2011) is forecasted and the results are shown graphically in 
Fig.9. 

Daily mean error is calculated for the results obtained 
using the four models. Studies are performed by program-
ming in MATLAB using Pentium IV, 2 GHz, 512 MB RAM. 
DME and Training time using the four models is given in 
Table 1. 

The actual and forecasted values of prices along with 
MAPE for the forecasted period are tabulated in Table 1 
given below. 

Table 1.  Daily Mean Error & Training Time of 4 Models 

 BPNN GANN RBFNN SENN 
Daily mean error 4.9198 7.24679 4.72254 3.449 

TrainingTime (sec) 75.172 175.984 85.953 3.563 
 

Table 2.  Actual, Forecasted Prices and MAPE (29th June 2011) 

Actual Price 
Forecasted Price MAPE 

BPNN GANN RBF NN SENN BPNN GANN RBF NN SENN 

37.5 35.2 44.76 36.08 36.03 6.22 19.36 3.79 3.93 

36 31.7 36.74 32.76 32.22 11.8 2.063 8.99 10.5 

30 29.9 36.05 31.89 30.07 0.18 20.18 6.31 0.25 

30 33.3 36.19 36.25 31.68 10.8 20.64 20.8 5.59 

40.42 42.3 35.52 42.86 38.18 4.54 12.12 6.04 5.55 

49 49.7 39.28 47.36 44.67 1.46 19.83 3.34 8.83 

53.05 54 46.53 50.44 48.91 1.75 12.3 4.91 7.8 

55.23 57.2 49.67 57.26 52.18 3.58 10.06 3.68 5.52 

55.23 58.6 50.01 58.44 54.54 6.06 9.458 5.81 1.26 

55.23 58.7 51.73 59.71 55.2 6.24 6.336 8.11 0.06 

55.74 59.3 52.03 59.36 56 6.35 6.664 6.50 0.46 

55.96 59.2 52.87 58.81 56.07 5.73 5.516 5.10 0.2 

55.23 56.8 56.13 57.03 54.68 2.82 1.624 3.26 0.99 

55.23 54.6 57.37 55.51 53.59 1.21 3.88 0.51 2.97 

55.23 53.5 55.83 53.94 53.28 3.21 1.089 2.33 3.54 

55.23 52.2 55.28 53.18 52.86 5.58 0.099 3.71 4.29 

55.03 51.4 55.09 52.97 52.73 6.58 0.116 3.74 4.17 

54.92 51.3 54.81 53.10 53.14 6.55 0.193 3.32 3.24 

54.68 51 54.28 53.13 53.17 6.71 0.732 2.83 2.77 

53.85 51.2 55.33 53.75 53.25 4.92 2.756 0.19 1.12 

53.5 51.7 55.37 53.77 53.88 3.32 3.496 0.51 0.71 

52.92 51.8 51.89 54.16 53.15 2.16 1.944 2.34 0.43 

53.5 51.4 51.15 52.42 51.98 3.9 4.395 2.02 2.84 

53.45 50.1 48.59 50.69 50.37 6.34 9.087 5.17 5.77 
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5. Conclusions 
Four different models of ANN are used for short term 

price forecasting using the downloaded data of the Iberian 
Energy Derivatives Exchange. The next 24 hours prices are 
forecasted and the test results are compared. Comparision of 
Daily mean error and the training time taken for training the 
network clearly establishes the supremacy of the direct 
non-iterative state estimation based neural network over the 
other three methods and may be used as a better alternative 
for the short term price forecasting solution. 
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