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Abstract  In this paper we provide two theoretical frameworks and subsequent empirical estimations for analysis of 

infrastructure‟s impact on economy. First, we incorporate variable of public infrastructure investment into neoclassical 

growth framework and conduct cross-country empirical estimation. Then, we consider difference-in-difference approach and 

proceeding from empirical results focusing on case of railway connection in Uzbekistan derive theoretical framework 

explaining nature of infrastructure‟s impact based on target profit pricing approach. Empirical evidence obtained through 

estimation of augmented neoclassical growth framework shows that infrastructure investment constitutes a significant 

determinant of economic growth along with other variables of private investment and human capital. Our empirical results for 

case of railway connection in southern part of Uzbekistan demonstrate differential impact of the infrastructure across regions, 

sectors and time. Theoretical framework based on target profit pricing approach explains conditions for profit and loss for 

companies in post-infrastructure period.  

Keywords  Growth, Infrastructure, Uzbekistan 

 

1. Introduction 

Recognition of importance of infrastructure goes back to 

branching out of economics as a separate subject. Adam 

Smith was the first one who mentioned the difference of 

circulating capital and fixed capital, where the latter was 

used for “in erecting engines for drawing out the water, in 

making roads and wagon-ways, etc.” (Smith, 1909/2005). 

Similarly Karl Marx notes that „Among instruments that are 

the result of previous labor and also belong to this class, we 

find workshops, canals, roads, and so forth.‟ (Marx, 

1867/2015).  

However, the models of economic growth developed later 

in 20th century omitted the role of infrastructure and focused 

only capital and labor. Thus, Harrod Domar model of 1946 

focused on saving and productivity of capital, Solow-Swan 

Model of 1956 included labor as factor of production, 

Ramsey-Cass-Koopmans Model of 1965 considered that the 

rate of savings is endogenous and depends from 

consumption choice, Lucas Model of 1988 focused on  
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human capital spillovers taking technology fixed.  

Infrastructure was empirically analyzed for the first time 

in 1989 by Aschauer focusing on US economy. Yoshino and 

Nakahigashi (2000) conducted similar study for case of 

Japan and found statistically significant results supporting 

positive role of infrastructure investment.  

To fill the gap of inattention to infrastructure in growth 

theory, we incorporate infrastructure variable as factor input 

into neoclassical growth model. In doing so we follow the 

footsteps of Mankiw, Romer and Weil (1992) who 

augmented the growth framework by adding human capital 

and conducting empirical estimation. 

On the other hand, it‟s very difficult to measure 

infrastructure and it‟s subject to measurement errors, similar 

to that of human capital stock (Krueger and Lindahl, (2001), 

De la Fuente and Domenéch (2002). Considering this 

difficulty, many papers use infrastructure construction or 

launching as natural experiment and employ 

difference-in-difference approach to explore the nature of 

it‟s impact. (Wang and Wu 2012, Faber 2014). In the second 

part of our paper we focus on case of railway connection in 

Uzbekistan, conduct empirical estimation using 

difference-in-difference approach and based on target profit 

pricing approach propose a framework explaining nature of 

infrastructure‟s differential impact on outcome variables.  
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2. Infrastructure as an Input: Analysis 
of Infrastructure in Explicit Form 

Neoclassical growth theory, upon which our modified 

model is based on, predicts absolute convergence for 

countries with the same rates of savings and population 

growth and access to the relatively same levels of technology. 

Putting it in other way, these economies will reach the same 

steady-state output per capita. Conditional convergence for 

the case of countries with different rates of saving or 

population growth says that steady-state outputs per capita 

will differ, but the growth rates will equalize (Dornbusch, 

1998). 

On the other hand, endogenous growth theory argues that 

high savings rate will lead to a high growth rate in the long 

run. Barro (1991; 1996) has demonstrated that while 

countries that invest more indeed have a tendency to grow 

relatively faster, the impact of higher investment on 

economic growth seems to have transitory nature. In other 

words, countries with higher investment reach steady-state 

with comparatively higher per capita output, but not with 

outperforming growth rate. Deduction which might be 

derived from this is as following: economies seem to 

converge conditionally and neoclassical growth theory 

addresses this question correctly. At the same time, 

endogenous growth theory might be of great use for 

analyzing the growth in advanced countries with cutting 

edge of technological progress.   

As it were mentioned earlier Bernanke and Gürkaynak 

(2002) criticized the approach used by Mankiw et al. (1992) 

due to assumption of taking the technological progress to be 

evenly distributed among countries or at least having access 

to the same levels of technology. This assumption is difficult 

to be hold once you have countries which are on frontiers of 

technological progress and others experience huge 

disadvantages in this perspective; you can‟t assume that 

firms in Denmark and Mozambique use the same level of 

technology for production purposes. Durlauf and Johnson 

(1995) using regression tree procedure derived by Breiman 

et al. (1984) divided Summers and Heston‟s (1988) dataset 

into 4 groups of countries and allowed for different 

aggregate production functions. Surprisingly, they found 

positive correlation between initial level of income and 

long-run incomes. Dinopoulos and Thompson (1999) also 

support the argument that coefficients of cross-country 

regression with assumption of same technology and 

preferences should not be given much practical weight. Thus, 

we believe this criticism is valid and it should be accounted 

in estimation sample. Though it was determined by 

availability of data, countries in our data sample consist of 

only developing countries, enabling us to assume that they 

have access to relatively same level of technology.  

To test the hypothesis of unconditional and conditional 

convergence controlling for public investment, we need to 

solve for the rate of convergence as well as derive our 

econometric estimation equation.  

We begin with the production function in per capita terms 

𝑦 = 𝑘𝛼ℎ𝛽𝑘𝑔
𝜃
 

Growth rate in income per capita is given by 

Δ𝑦

𝑦
= 𝛼

Δ𝑘

𝑘
+ 𝛽

Δℎ

ℎ
+ 𝜃

Δ𝑘𝑔

𝑘𝑔
 

Three fundamental laws of motion are: 

Δ𝑘𝑝 = 𝑠 ∗ (1 − 𝜏)𝑘𝑝
𝛼ℎ𝛽𝑘𝑔

𝜃 −  𝑛 + 𝛿 + 𝑔 𝑘𝑝  

Δℎ =  1 − 𝜑 𝜏 ∗ 𝑘𝑝
𝛼ℎ𝛽𝑘𝑔

𝜃 − (𝑛 + 𝛿 + 𝑔)ℎ 

Δ𝑘𝑔 = 𝜑𝜏 ∗ 𝑘𝑝
𝛼ℎ𝛽𝑘𝑔

𝜃 − (𝑛 + 𝛿 + 𝑔)𝑘𝑔  

Substituting this back into growth rate equation: 

 

Δ𝑦

𝑦
=  𝛼 𝑠 ∗ (1 − 𝜏)𝑘𝑝

𝛼−1ℎ𝛽𝑘𝑔
𝜃 −  𝑛 + 𝛿 + 𝑔  + 𝛽  1 − 𝜑 𝜏 ∗ 𝑘𝑝

𝛼ℎ𝛽−1𝑘𝑔
𝜃 − (𝑛 + 𝛿 + 𝑔) + 𝜃 𝜑𝜏 ∗ 𝑘𝑝

𝛼ℎ𝛽𝑘𝑔
𝜃−1 −

(𝑛+𝛿+𝑔), 

doing log 𝑙𝑖𝑛𝑒𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛  

Δ𝑦

𝑦
=  𝛼 𝑠(1 − 𝜏)𝑒(𝛼−1)𝑙𝑛(𝑘𝑝 )+ 𝛽𝑙𝑛 (ℎ)+ 𝜃𝑙𝑛 (𝑘𝑔) −  𝑛 + 𝛿 + 𝑔  + 𝛽  1 − 𝜑 𝜏 ∗ 𝑒𝛼𝑙𝑛  𝑘𝑝  + (𝛽−1)𝑙𝑛(ℎ)+ 𝜃𝑙𝑛 (𝑘𝑔) − (𝑛 + 𝛿 + 𝑔) 

+ 𝜃 𝜑𝜏 ∗ 𝑒𝛼𝑙𝑛  𝑘𝑝  + 𝛽𝑙𝑛  ℎ + (𝜃−1)𝑙𝑛(𝑘𝑔) − (𝑛 + 𝛿 + 𝑔) ≡ ϵ(𝑙𝑛𝑘𝑝 , 𝑙𝑛ℎ, 𝑙𝑛𝑘𝑔) 

Performing Taylor approximation: 

Δ𝑦

𝑦
≈  ϵ 𝑙𝑛𝑘𝑝

∗, 𝑙𝑛ℎ∗, 𝑙𝑛𝑘𝑔
∗ + ϵ′ 𝑙𝑛𝑘𝑝  𝑙𝑛𝑘𝑝

∗, 𝑙𝑛ℎ∗, 𝑙𝑛𝑘𝑔
∗  𝑙𝑛𝑘𝑝 − 𝑙𝑛𝑘𝑝

∗ + 

+ ϵ′𝑙𝑛ℎ 𝑙𝑛𝑘𝑝
∗, 𝑙𝑛ℎ∗, 𝑙𝑛𝑘𝑔

∗  𝑙𝑛ℎ − 𝑙𝑛ℎ∗ + ϵ′𝑙𝑛𝑘𝑔 𝑙𝑛𝑘𝑝
∗, 𝑙𝑛ℎ∗, 𝑙𝑛𝑘𝑔

∗  𝑙𝑛𝑘𝑔 − 𝑙𝑛𝑘𝑔
∗  

From now on I calculate for ϵ 𝑙𝑛𝑘𝑝
∗, 𝑙𝑛ℎ∗, 𝑙𝑛𝑘𝑔

∗ , ϵ′𝑙𝑛𝑘𝑝  𝑙𝑛𝑘𝑝
∗, 𝑙𝑛ℎ∗, 𝑙𝑛𝑘𝑔

∗ , ϵ′𝑙𝑛ℎ 𝑙𝑛𝑘𝑝
∗, 𝑙𝑛ℎ∗, 𝑙𝑛𝑘𝑔

∗  and 

ϵ′𝑙𝑛𝑘𝑔 𝑙𝑛𝑘𝑝
∗, 𝑙𝑛ℎ∗, 𝑙𝑛𝑘𝑔

∗ . 

First, we have: ϵ 𝑙𝑛𝑘𝑝
∗, 𝑙𝑛ℎ∗, 𝑙𝑛𝑘𝑔

∗ = 0, because of steady state condition. 

Then, solving for ϵ′𝑙𝑛𝑘𝑝  𝑙𝑛𝑘𝑝
∗, 𝑙𝑛ℎ∗, 𝑙𝑛𝑘𝑔

∗  : 
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ϵ′𝑙𝑛𝑘𝑝  𝑙𝑛𝑘𝑝 , 𝑙𝑛ℎ , 𝑙𝑛𝑘𝑔  

=  𝛼 𝑠(1 − 𝜏)(𝛼 − 1)𝑒(𝛼−1)𝑙𝑛(𝑘𝑝 )+ 𝛽𝑙𝑛 (ℎ)+ 𝜃𝑙𝑛 (𝑘𝑔) + 𝛽  1 − 𝜑 𝜏 ∗ 𝛼𝑒𝛼𝑙𝑛  𝑘𝑝  + (𝛽−1)𝑙𝑛(ℎ)+ 𝜃𝑙𝑛 (𝑘𝑔) 

+ 𝜃 𝜑𝜏 ∗ 𝛼𝑒𝛼𝑙𝑛  𝑘𝑝  + 𝛽𝑙𝑛  ℎ + (𝜃−1)𝑙𝑛(𝑘𝑔)  

Imposing steady state: 

ϵ′𝑙𝑛𝑘𝑝  𝑙𝑛𝑘𝑝
∗, 𝑙𝑛ℎ∗, 𝑙𝑛𝑘𝑔

∗ 

=  𝛼 𝑠(1 − 𝜏)(𝛼 − 1)𝑒(𝛼−1)𝑙𝑛(𝑘𝑝
∗)+ 𝛽𝑙𝑛 (ℎ∗)+ 𝜃𝑙𝑛 (𝑘𝑔

∗ ) + 𝛽  1 − 𝜑 𝜏 ∗ 𝛼𝑒𝛼𝑙𝑛  𝑘𝑝
∗ + (𝛽−1)𝑙𝑛(ℎ∗)+ 𝜃𝑙𝑛 (𝑘𝑔

∗ ) 

+ 𝜃 𝜑𝜏 ∗ 𝛼𝑒𝛼𝑙𝑛  𝑘𝑝
∗ + 𝛽𝑙𝑛  ℎ∗ + (𝜃−1)𝑙𝑛(𝑘𝑔

∗ )  

Noting that: 𝑠 1 − 𝜏 𝑒(𝛼−1)ln(𝑘𝑝 )+ 𝛽ln(ℎ)+ 𝜃𝑙𝑛 (𝑘𝑔) =  𝑠 1 − 𝜏  
𝑦

𝑘𝑝
 
∗

=  𝑛 + 𝛿 + 𝑔  

 1 − 𝜑 𝜏𝑒𝛼𝑙𝑛  𝑘𝑝  + (𝛽−1)ln (ℎ)+ 𝜃𝑙𝑛 (𝑘𝑔) =   1 − 𝜑 𝜏  
𝑦

ℎ
 
∗

=  𝑛 + 𝛿 + 𝑔  

𝜑𝜏 ∗ 𝑒𝛼𝑙𝑛  𝑘𝑝  + 𝛽𝑙𝑛  ℎ + (𝜃−1)𝑙𝑛(𝑘𝑔) = 𝜑𝜏  
𝑦

𝑘𝑔
 

∗

=  𝑛 + 𝛿 + 𝑔  

We have following:  

ϵ′ 𝑙𝑛𝑘𝑝  𝑙𝑛𝑘𝑝
∗, 𝑙𝑛ℎ∗, 𝑙𝑛𝑘𝑔

∗ =  𝛼 𝛼 − 1  𝑛 + 𝛿 + 𝑔 + 𝛽𝛼 𝑛 + 𝛿 + 𝑔 + 𝜃𝛼 𝑛 + 𝛿 + 𝑔 =  𝛼 + 𝛽 + 𝜃 − 1  𝑛 + 𝛿 + 𝑔 𝛼 

 ϵ′ 𝑙𝑛𝑘  𝑙𝑛𝑘𝑝
∗, 𝑙𝑛ℎ∗, 𝑙𝑛𝑘𝑔

∗  =  𝛼 + 𝛽 + 𝜃 − 1  𝑛 + 𝛿 + 𝑔 𝛼 

Solving for  ϵ′𝑙𝑛ℎ 𝑙𝑛𝑘𝑝
∗, 𝑙𝑛ℎ∗, 𝑙𝑛𝑘𝑔

∗  𝑎𝑛𝑑 ϵ′𝑙𝑛𝑘𝑔 𝑙𝑛𝑘𝑝
∗, 𝑙𝑛ℎ∗, 𝑙𝑛𝑘𝑔

∗   : 

 ϵ′𝑙𝑛ℎ 𝑙𝑛𝑘𝑝
∗, 𝑙𝑛ℎ∗, 𝑙𝑛𝑘𝑔

∗ =   𝛼 + 𝛽 + 𝜃 − 1  𝑛 + 𝛿 + 𝑔 𝛽                                                            

ϵ′ 𝑙𝑛𝑘𝑔 𝑙𝑛𝑘𝑝
∗, 𝑙𝑛ℎ∗, 𝑙𝑛𝑘𝑔

∗ =  𝛼 + 𝛽 + 𝜃 − 1  𝑛 + 𝛿 + 𝑔 𝜃                                                        

Thus, 

    

     

* * * * * * *
ln

* * * * * * * *
ln

Δ
ln , ln , ln ln , ln , ln ln ln

ln , ln , ln ln ln , ln , ln ln ln

p

g

p g k p g p p

lnh p g k p g g g

y
k h k k h k k k

y

k h k lnh h k h k k k

  

  



 

 

= 0 +  𝛼 + 𝛽 + 𝜃 − 1  𝑛 + 𝛿 + 𝑔 𝛼 𝑙𝑛𝑘𝑝 − 𝑙𝑛𝑘𝑝
∗ +  𝛼 + 𝛽 + 𝜃 − 1  𝑛 + 𝛿 + 𝑔 𝛽 𝑙𝑛ℎ − 𝑙𝑛ℎ∗ 

+  𝛼 + 𝛽 + 𝜃 − 1  𝑛 + 𝛿 + 𝑔 𝜃 𝑙𝑛𝑘 − 𝑙𝑛𝑘∗  

Collecting terms: 

Δ𝑦

𝑦
≈  𝛼 + 𝛽 + 𝜃 − 1  𝑛 + 𝛿 + 𝑔  𝛼 𝑙𝑛𝑘𝑝 − 𝑙𝑛𝑘𝑝

∗ + 𝛽 𝑙𝑛ℎ − 𝑙𝑛ℎ∗ + 𝜃 𝑙𝑛𝑘𝑔 − 𝑙𝑛𝑘𝑔
∗   

From 𝑦 = 𝑘𝑝
𝛼ℎ𝛽𝑘𝑔

𝜃
 it follows that: 

𝑙𝑛𝑦 − 𝑙𝑛𝑦∗ = 𝛼 𝑙𝑛𝑘𝑝 − 𝑙𝑛𝑘𝑝
∗ + 𝛽 𝑙𝑛ℎ − 𝑙𝑛ℎ∗ + 𝜃 𝑙𝑛𝑘𝑔 − 𝑙𝑛𝑘𝑔

∗  

Consequently we have: 

Δ𝑦

𝑦
≈  𝛼 + 𝛽 + 𝜃 − 1  𝑛 + 𝛿 + 𝑔  𝑙𝑛𝑦 − 𝑙𝑛𝑦∗  

Finally, the rate of convergence for our model: 

𝜕  
Δ𝑦
𝑦
 

𝜕𝑙𝑛𝑦
= − 1 − 𝛼 − 𝛽 − 𝜃  𝑛 + 𝛿 + 𝑔 ≡ 𝜆 

Next, we need to derive our estimation equation.  For this, let‟s denote that: 

𝑙𝑛𝑦 = 𝑥 

Δ𝑦

𝑦
= 𝑥  

𝜆 =  1 − 𝛼 − 𝛽 − 𝜃  𝑛 + 𝛿 + 𝑔  

𝑏 =  1 − 𝛼 − 𝛽 − 𝜃  𝑛 + 𝛿 + 𝑔 𝑙𝑛𝑦∗ 



192 Naoyuki Yoshino et al.:  Explicit and Implicit Analysis of Infrastructure  

Investment: Theoretical Framework and Empirical Evidence 

 

Then,  

Δ𝑦

𝑦
≈  𝛼 + 𝛽 + 𝜃 − 1  𝑛 + 𝛿 + 𝑔  𝑙𝑛𝑦 − 𝑙𝑛𝑦∗  

can be written as  

𝑥  𝑡 = −𝜆𝑥 𝑡 + 𝑏 

𝑥 𝑡 = 𝑥 0 𝑒−𝜆𝑡 +
𝑏

𝜆
(1 − 𝑒−𝜆𝑡 ) 

Reinserting 

𝑙𝑛𝑦 𝑡 = 𝑙𝑛𝑦 0 𝑒−𝜆𝑡 + 𝑙𝑛𝑦∗(1 − 𝑒−𝜆𝑡 ) 

In terms of growth rate: 

𝑙𝑛𝑦 𝑡 − 𝑙𝑛𝑦 0 = (𝑒−𝜆𝑡 − 1)𝑙𝑛𝑦 0 + (1 − 𝑒−𝜆𝑡 )𝑙𝑛𝑦∗ 

Substituting the equation of steady-state growth for level of output:  

𝑙𝑛(𝑦)∗ =  
𝜃

1 − 𝜃 − 𝛽 − 𝛼
 𝑙𝑛 𝜑 +  

𝛽

1 − 𝜃 − 𝛽 − 𝛼
 𝑙𝑛 1 − 𝜑 +  

𝜃 + 𝛽

1 − 𝜃 − 𝛽 − 𝛼
 𝑙𝑛 𝜏 

+  
𝛼

1 − 𝜃 − 𝛽 − 𝛼
 𝑙𝑛 𝑠 1 − 𝜏  −

𝛼 + 𝛽 + 𝜃

(1 − 𝜃 − 𝛽 − 𝛼)
𝑙𝑛(𝑛 + 𝛿 + 𝑔) 

We obtain estimation equation:  

 
 

2.1. Estimation 

Now applying our revised model to our sample data 

collected from World Bank Indicators Database, UN 

Population Survey Database and Barro-Lee Dataset, we test 

the hypothesis of unconditional and conditional convergence. 

For this purpose we will regress the change in the logarithm 

of GDP per capita for the sample period of 1991-2010 on the 

logarithms of GDP per capita in 1991, population growth, 

secondary and tertiary education as well as private and 

public investment using equation 1a. 

First, we will test the hypothesis for absolute convergence. 

Next step will be using MRW‟s framework to estimate the 

coefficients on initial level of GDP. In attempt to 

differentiate between secondary and tertiary education we 

will accomplish the regression twice, every time using 

different proxy variables for human capital by employing the 

indexes for tertiary education and secondary education from 

Barro Lee Dataset. After this exercises using our modified 

framework we estimate the parameters on private investment 

and public investment separately, simultaneously doing 

analysis of comparison between tertiary and secondary 

education. Finally we will test Barro (1991) and Easterly and 

Levine (1997) hypothesis on possibility of non-linear 

relationship between initial level of GDP and growth rate.  

We will carry out the corresponding diagnostics for our 

regression, including normality test for residuals‟ 

distribution, White‟s test for detection of heteroskedasticity 

and Ramsey RESET test for possibilities of specification 

error in our equation. Finally, for the regressions with public 

investment the coefficient diagnostics in form of Wald test 

was accomplished. Table 1 and Table 2 present the 

estimation output and results of the corresponding 

diagnostics.   
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2.2. Estimation Results 

Our Regression 1 from the Table 1 gives the result 

consistent with advocators of endogenous growth theory 

(Romer, 1987) which constitutes the failure of incomes to 

converge. The same result on coefficient of initial GDP per 

capita was obtained by Mankiw et al. (1992). In terms of fit 

of the regression, R-squared is equal to 0.01.  

For our Regressions 2 and 3 on Table 1 we used MRW‟s 

framework while using Barro-Lee indexes as proxy for 

human capital. Consistent with the results of Mankiw et al. 

(1992), adding the variables for population growth, human 

capital and total investment makes the coefficient on initial 

level of GDP per capita negative, showing the tendency for 

convergence once the impact of above-mentioned variables 

are accounted for. Besides the coefficients on total 

investment being positive and significant, the fit for the 

regression improves from 0.01 to 0.35, for the case with 

tertiary education.   

The Regressions 6 and 7 in Table 2 were carried out to 

observe the separate impacts of private and public 

investment on growth rate, simultaneously differentiating 

between tertiary and secondary education‟s effects. However 

this change in right hand side of our estimation couldn‟t 

lower the coefficient on initial level of GDP per capita in 

1991, though it remained negative, supporting the 

convergence hypothesis.  

Regressions 8 and 9 was carried out to test Barro (1991), 

Easterly and Levine (1997) as well as Solow‟s (2003) 

hypothesis on non-linear relationship in growth model, in 

particular, between growth rate and initial level of GDP. The 

estimation failed to support this idea: the coefficients of 

squared logarithms of initial GDP per capita in 1991 found to 

be insignificant. 

 

Table 1.  Estimation of the Augmented Model with Public Investment (part I) 

Dependent variable: log difference GDP per capita in 1991-2010 

Independent Variables Regression 1 Regression 2 Regression 3 Regression 4 

 
Coef . p-val. Coef. p-val. Coef. p-val. Coef. p-val. 

C 0.1 0.81 -1.371 0.08 -1.198 0.12 -0.182 0.80 

 
(0.248) 

 
(-1.805) 

 
(-1.590) 

 
(-0.252) 

 
ln(GDP per capita 1991) 0.034 0.57 -0.056 0.42 -0.087 0.23 -0.067 0.38 

 
(0.570) 

 
(-0.819) 

 
(-1.227) 

 
(-0.881) 

 
ln(n+d+g) 

  
0.131 0.61 0.075 0.75 0.103 0.71 

   
(0.514) 

 
(0.316) 

 
(0.368) 

 
ln(secondary education) 

 
  

0.076 0.36 
  

0.070 0.45 

  
(0.922) 

   
(0.765) 

 
ln(tertiary education) 

    
0.085 0.14 

  

     
(1.499) 

   
ln(total investment) 

  
0.723 0.00 0.729 0.00 

  

   
(4.070) 

 
(4.189) 

   

ln(private investment       
0.384 0.01 

      
(2.683) 

 
ln(public investment) 

        

         
R-squared 0.01 

 
0.32 

 
0.35 

 
0.19 

 
Coefficient Diagnostics 

        
Wald Test (public 

invest.coef.=0)         

Residual Diagnostics 
        

Normality Test, Probability 0.61 
 

0.87 
 

0.86 
 

0.6 
 

Heteroskedasticity(White test) 0.19 
 

0.14 
 

0.03 
 

0.02 
 

Ramsey RESET Test 0.83 
 

0.14 
 

0.18 
 

0.69 
 

Source: Author‟s calculations. t-values are in parenthesis. 

  



194 Naoyuki Yoshino et al.:  Explicit and Implicit Analysis of Infrastructure  

Investment: Theoretical Framework and Empirical Evidence 

 

Analysis of estimation results in regard to human capital 

bring following conclusions: education related variables 

were not determined as significant for GDP growth rate until 

introduction of public investment in Regression 7 of Table 2. 

Turning to impacts of two proxy variables for human capital, 

the coefficient on tertiary education was always higher than 

that of secondary education, 0.085 vs. 0.076 and 0.125 vs. 

0.076. Total investment found to be a significant determinant 

of growth across our estimations, with coefficients of 0.723 

with secondary education and 0.729 with tertiary education 

as proxy variables. After separating it into private and public 

investment, and conducting the estimation with secondary 

education as variable for human capital, the coefficient on 

private investment was higher than that on public investment, 

constituting 0.382 vs. 0.331 and both being statistically 

significant.  

However, when we used tertiary education variable 

instead of secondary, this decreased the size of coefficient on 

private investment from 0.382 to 0.342 and increased that of 

public investment from 0.331 to 0.394. Accomplishing the 

Wald test for coefficient of public investment also rejected 

the null hypothesis of no impact with Prob. (t-statistic) of 

0.0025 for regression with secondary education and 0.0004 

for regression with tertiary education. Ramsey RESET test 

for testing the assumption of no specification error was 

carried out, not being able to reject the null hypothesis with 

Prob(F-statistic) of 0.09 and 0.39 for estimations with 

secondary and tertiary education respectively. 

Finally, the fit of regression in our model with separation 

of public investment and using tertiary education as proxy 

variable for human capital improved for about 30% in 

comparison to that obtained by using MRW framework, with 

R-squared being equal to 0.42 for former and 0.32 for latter. 

3. Infrastructure as a Natural 
Experiment: Analysis of 
Infrastructure in Implicit Form 

In this section we estimate returns from infrastructure in 

Uzbekistan and derive theoretical framework to explain the 

nature of the impact of newly provided infrastructure. We 

analyze impact of new railway connection on regional 

economic performance as observed by regional GDP and its 

components. Methodology we use is difference in difference 

approach and theoretical framework is based on target profit 

pricing approach. 

Table 2.  Estimation of the Augmented Model with Public Investment (part II) 

Dependent variable: log difference GDP per capita in 1991-2010 

Independent Variables Regression 5 Regression 6 Regression 7 Regression 8 Regression 9 

 
Coef. p-val. Coef. p-val. Coef. p-val. Coef. p-val. Coef. p-val. 

C -0.139 0.84 -1.180 0.11 -0.958 0.16 1.307 0.64 1.157 0.63 

 
(-0.205) 

 
(-1.646) 

 
(-1.417) 

 
(0.476) 

 
0.484 

 
ln(GDP per capita 1991) -0.082 0.30 -0.034 0.62 -0.084 0.22 -0.784 0.33 -0.731 0.30 

 
(-1.041) 

 
(-0.501) 

 
(-1.236) 

 
(-0.978) 

 
(-1.037) 

 
ln(n+d+g) -0.310 0.93 0.025 0.92 -0.045 0.84 0.058 0.82 -0.045 0.84 

 
(-0.087) 

 
(0.099) 

 
(-0.197) 

 
(0.229) 

 
(-0.199) 

 

ln(secondary education)   
0.076 0.36 

  
0.111 0.23 

  

  
(0.933) 

   
(1.234) 

   
ln(tertiary education) 0.058 0.37 

  
0.125 0.04 

  
0.135 0.02 

 
(0.908) 

   
(2.171) 

   
(2.301) 

 

ln(private investment 
0.370 0.01 0.382 0.01 0.342 0.01 0.401 0.004 0.361 0.006 

(2.572) 
 

(2.979) 
 

(2.762) 
 

(3.085) 
 

(2.871) 
 

ln(public investment) 
  

0.331 0.00 0.394 0.00 0.337 0.002 0.404 0.0004 

   
(3.242) 

 
(3.869) 

 
(3.290) 

 
(3.936) 

 
Square of ln 

(GDP per capita 1991) 
      

0.054 0.354 0.046 0.362 

      
(0.939) 

 
(0.922) 

 
R-squared 0.19 

 
0.36 

 
0.42 

 
0.38 

 
0.43 

 
Wald Test 

(public invest.coef.=0)   
0.0025 

 
0.0004 

 
0.0022 

 
0.0004 

 

Normality Test, 

Probability 
0.38 

 
0.64 

 
0.95 

 
0.77 

 
0.98 

 

Heteroskedasticity (White 

test) 
0.04 

 
0.07 

 
0.17 

 
0.21 

 
0.2 

 

Ramsey RESET Test 0.54 
 

0.09 
 

0.39 
 

0.21 
 

0.71 
 

Source: Author‟s calculation. t-values are in parenthesis. 
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Table 3.  Difference-in-Difference Estimation Results for Regional GDP Growth Rate 

Independent Variables Dependent Variable: regional GDP growth rate 

 
Regression 1 Regression 2 Regression 3 Regression 4 

Time period 2005-2012 2005-2012 2005-2012 2005-2012 

State effects Yes Yes Yes Yes 

Time effects Yes Yes Yes Yes 

Clustered standard errors Yes Yes Yes Yes 

Constant term -39.091506 -39.56261 -31.800912 -34.853143 

 
[-0.97] [-0.97] [-0.79] [-0.84] 

D i=connectivity x D t={2012:2009} 1.8218219** 1.8335153** 2.0507275*** 2.068127*** 

 
[2.39] [2.22] [3.12] [3.04] 

Percentage of working population -0.02115908 -0.04695342 -0.01233161 0.00520423 

 
[-0.07] [-0.14] [-0.04] [0.02] 

Total Investment 0.00090568 0.00095911 0.00120291 0.0011378 

 
[1.3] [1.38] [1.61] [1.48] 

Tax revenue from mineral resources .0502165* 0.04553295 0.04327416 0.04317435 

 [2.04] [1.71] [1.71] [1.67] 

Terms of trade (ratio of export and import) -0.08250415 -0.07954066 -0.06465478 -0.05148601 

 [-1.23] [-1.22] [-1.09] [-0.81] 

Investment by Population .05208357* .04953587* .05687527** .07035797** 

 
[2.05] [1.94] [2.31] [2.21] 

Investment from Bank Loans 0.05388027 0.06725393 0.10333667 0.12192484 

 
[0.41] [0.48] [0.79] [0.89] 

Investment by Foreign Investors 0.03720977 0.03595292 .0519062* .06322048** 

 
[1.14] [1.15] [1.84] [2.58] 

Investment from Bank Loans x Treat_dummy 0.16417674 0.15753075 0.1353114 0.12833878 

 
[1.05] [0.94] [0.89] [0.81] 

Government expenditure: Education 0.03482988 0.03793717 0.03090266 0.0301538 

 
[0.73] [0.79] [0.64] [0.62] 

Government expenditure: Health care -0.02501876 -0.02202106 -0.02919047 -0.02553963 

 
[-0.35] [-0.29] [-0.37] [-0.33] 

Government expenditure: R&D -2.2957532 -2.450452 -1.869495 -1.9240766 

 
[-1.38] [-1.5] [-1.23] [-1.23] 

Initial Services per capita -0.00067578 -0.00116788 -0.00086865 -0.00092395 

 
[-1.03] [-1.24] [-1.01] [-1.01] 

Investment by State 
 

-0.03375464 -0.03021992 -0.02946592 

  
[-1.5] [-1.23] [-1.16] 

Investment by State_reciprocal 
  

-3.761641** -3.4260914* 

   
[-2.54] [-1.96] 

Investment by State^2 
   

0.00126066 

    
[0.68] 

F-Statistics and p-values Testing Exclusion of Group of Variables 
    

Time effects = 0 17.83( 0.0000) 14.79(0.0000) 16.55(0.0000) 19.09(0.0000) 

Investment from State Budget = Investment from Population 
 

9.49(0.0088) 11.97(0.0042) 11.3(0.0051) 

Investment from State Budget = Investment from Bank Loans and 

others  
0.51( 0.4895) 0.97(0.3426) 1.17(0.2984) 

Investment from State Budget = Investments by Foreign Investors 
 

2.05(0.1758) 3.35(0.0903) 4.92(0.0449) 

Investment Bank Loans and other = Investments by Foreign 

Investors 

0.01( 0.9069) 0.05(0.8339) 0.15(0.7022) 0.19(0.6741) 

N 112 112 112 112 

R-squared 0.44656874 0.45200681 0.46666631 0.47036421 

Note: t-values are in parenthesis. Significance levels: * p<.1; ** p<.05; *** p<.01 
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Table 4.  Coefficients of Difference in Difference with Outcome Variable of GDP growth rate, (growth rate percentage points) 

 

 
 

Regional effect 

(Direct) 

Spillover effect 

(Adjacency) 

Spillover effect 

(Connectivity) 
 

  Di Dg = regional Dg = adjacency Dg = connectivity  

Launching Effects      

 
Short-term Dt=2010:2009 0.70[0.45] 1.33[1.14] 2.83***[4.48]  

 
Mid-term Dt=2011:2009 0.36[0.29] 1.27[1.46] 2.5***[6.88]  

 
Long-term Dt=2012:2009 -0.42[-0.29] 2.29**[2.94] 2.06***[3.04]  

 

Anticipation effects      

1 year anticipation      

Short-term Dt=2010:2008 0.85[1.75] -0.18[-0.20] 0.19[0.33]  

Mid-term Dt=2011:2008 0.64[1.30] -0.02[-0.03] 0.31[0.51]  

Long-term Dt=2012:2008 -0.006[-0.01] 0.50[0.67] 0.07[0.13]  

 2 years anticipation      

 

Short-term Dt=2010:2007 1.42[0.78] -1.32[-0.92] -1.54[-1.66]  

Mid-term Dt=2011:2007 0.84[1.42] 0.13[0.13] 0.32[0.44]  

Long-term Dt=2012:2007 0.10[0.16] 0.87[1.19] 0.11[0.15]  

 
Postponed effects      

1 year after launching Dt=2012:2010 -1.49[-0.72] 2.58*[2.03] 1.76*[1.95]  

 2 years after launching Dt=2012:2011 -1.71[-1.35] 1.05[1.44] -0.14[-0.20]  

Note: t-values are in parenthesis. t-value measures  how many standard errors the coefficient is away from zero.  Significance levels: * p<.1; ** p<.05; *** p<.01 

 

Difference-in-difference approach allows estimating the 

difference between the observed, „actual‟ outcome and 

alternative, „counter-factual‟ outcome. To exercise this 

estimation, we need to divide the data into affected group 

and non-affected group on geographical basis and time basis, 

making the difference between pre-intervention or baseline 

data and post-intervention. Regression framework allows us 

to control for the above-mentioned covariates and obtain less 

biased estimate of difference in difference coefficient. 

Taking into account that the difference in growth rate might 

be occurred also due to other factors (see Rodrik (2008), 

Ravallion (2009), Banerjee and Duflo (2009)) we include 

wide range of controls into our regression framework, which 

takes following form: 

𝐘𝐢𝐭−𝐘𝐢𝐭−𝟏

𝐘𝐢𝐭−𝟏
= 𝛂𝒊 + 𝛗𝐭 + 𝐗′𝐢𝐭 ∗ 𝛃 + 𝛅 ∗ 𝐃𝐠𝐭 + 𝛜 

𝐢𝐭
  (2a) 

where 
Yit−Yit −1

Yit −1
 – Regional GDP growth rate, X - time 

varying covariates(vector of observed controls), D is the 

binary variable indicating that observation belong to affected 

group after provision of the railway line, i – indexes regions, 

g – indexes groups of regions (1 = affected group, 0 = 

non-affected group), t – indexes treatment before and after 

(t=0 before the railway, t=1 after the railway), α𝑖  - sum of 

autonomous ( α ) and time-invariant unobserved region 

specific (γ𝑖) rate of growth1, φt - year specific growth effect, 

                                                             
1 Current approach requires assumption of common time path or parallel trends, 

accepting the autonomous rate of growth 𝛼 to be equal in both affected and 

non-affected groups.  

ϵ 
it

- error term, assumed to be independent over time.   

To map out comprehensive analysis of returns we provide 

estimations of difference in difference under varying 

assumptions about timing and geography of impact. In terms 

of geographical impact evaluation we estimate regional 

effect and spillover effects, differentiating spillover effects 

due to adjacency and connectivity. In terms of timing impact, 

we examine the anticipation effect, launching effect and 

postponed effects from infrastructure provision. 

3.1. Estimations Results 

Table 3 presents estimation results for 4 versions of 

Equation (2a). Interaction term reported in this table, 

Di=connectivity x Dt=2012:2009, focuses on comparison of 

trajectory for counter-factual scenario without infrastructure 

provision to the actual performance of the regions after 

launching new railway line in frame of connectivity effects 

(the Republic of Karakalpakstan; Samarkand, Surkhandarya 

and Tashkent regions) for the period of four years from 

2009 to 2012, defined as „long-term‟ in scope of our 

analysis. Through non-hierarchical stepwise inclusion of 

variables we obtain regression specification IV which is 

considered to be representative regression for next step of 

analyses2. Regarding the nuisance parameters, we observe 

                                                             
2  This follows from property of conditional variance which states that 

E Var y x  ≥ E Var y x, z  . (See Wooldridge, 2000). If the mean squared 

error (MSE) for function m(. ) is defined as MSE y; m ≡ E   y − m x  
2
 , 

then MSE  y; E y x  ≥ MSE y; E y x, z  .   

http://www.amazon.co.jp/Jeffrey-M-Wooldridge/e/B001IGLWNY/ref=dp_byline_cont_book_1
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that once we control for nonlinearities proceeding from the 

reported in literature nature of government investments, 

shares of investment by population and foreign investors are 

identified to be significant factors of regional economic 

performance. These might be related to absence of agency 

problem and information asymmetry as compared to that of 

public investments. In this aspect, Afonso and Aubyn (2008) 

by estimating vector autoregressions for 14 European Union 

countries as well as Canada, Japan and the United States 

found that between 1960 and 2005 public investment had a 

contractionary effect on output in five cases, namely for 

GDP growth rates in Belgium, Canada, Ireland, the 

Netherlands and the United Kingdom, with positive public 

investment impulses leading to a decline in private 

investment, suggesting potential crowding out effects. 

Similar to our results, Afonso and Aubyn (2008) report that 

private investment impulses were always expansionary in 

GDP terms and effects were prevailingly higher in terms of 

statistical significance. 

As part of sensitivity analysis we differentiate the shares 

of investment in total investment by sources of financing 

depending whether its public or private. Concerns about 

non-linearity and dependency of investments by state on 

level of government implementation (Bruckner and 

Tuladhar (2010)) are addressed in regressions 3 and 4 by 

including squared term of variable on share of public 

investment as well as its reciprocal. These augmentations 

further increases the impact of the interaction term on 

regional GDP growth rate pushing the size of coefficients to 

2.05 and around 2.07 in regressions 3 and 4, respectively. 

Additionally, we identify that these point estimations 

become more significant in comparison to those in 

regression 1 and 2, with t-values in regression 3 and 4 being 

equal to 3.12 and 3.04, respectively. 

3.2. Impact Recognition Table 

Next step, we derive impact recognition tables. To 

accomplish these we estimate difference in difference 

coefficients arising from the above-mentioned 

assumptions3.  

Then, we report the coefficients of the interaction term, 

corresponding to specification adopted for regression 

specification IV in our Table 3 in Table 4 which contains 33 

coefficients placed in accordance with chosen assumptions 

about timing and geographical locations, varying by 

dependent variable of interest. 

In this way, our estimate of 2.06 with t-value of 3.04 is 

placed in Table 4 which reports estimation coefficients of 

difference in difference with variable of interest set as 

regional GDP growth rate. The coefficient is displayed in 

                                                             
3
 4 dependent variables {GDP growth rate, Agriculture valued added, Industry 

value added, Services value added} x 3 geographical combinations 

{Connectivity, Regional, Spillover} x 11 assumptions about timing {launching 

effects: short-, mid-, long-term; anticipation effects: 1 year and 2 years, short-, 

mid-, long-term; postponed effects: 1 year and 2 year lags} x 4 specifications of 

regressions in total give 528 specifications of regressions.  

corresponding cell with juxtaposition of row for long-term 

launching effects and column for connectivity effects (see 

Table 4).  

From Table 4 we can see that infrastructure provision‟s 

impact after launching in the setting of spillover effects due 

to connectivity demonstrated positive and statistically 

significant effect. The regions located at the far ends of the 

railway system experienced 2.8, 2.5 and 2 percent higher 

growth rate of regional GDP in short-, mid- and long-term 

periods, respectively. This finding is consistent with 

previous empirical studies revealing positive role of 

distance for usage of rail as transportation mode (Wang, 

Ding, Liub and Xiea 2013, Jiang, Johnson and Calzada 

1999, Beuthe, Jourquin, Geerts and Koul a Ndjang Ha 

2000).  

3.3. Theoretical Framework Based on Target Profit 

Pricing Approach 

In this section we would like to explain the nature of 

infrastructure investment based on target profit pricing 

approach. We start with profit equation: 

 𝜋 = R − C 

 R = P ∗ Q 

 C = F + V = F + v ∗ Q 

Where: P: price of goods, Q: quantity of the goods C: 

Total cost 𝜋: Profit R: Total revenue F: Total fixed cost V: 

Total variable cost v: Average variable cost 

Taking into account that during planning period total fixed 

cost and average variable cost are known  

 𝝅 = 𝐏 ∗ 𝐐 − 𝐅𝐤𝐧𝐨𝐰𝐧 − 𝐯𝐤𝐧𝐨𝐰𝐧 ∗ 𝐐               (3a) 

 𝜋𝑖  -  Infrastructure Induced Profit (iip) 

 𝑄𝑖  - Infrastructure Induced Quantity (iiq) 

We can compute - 𝑃 
𝑖
 

 𝑃 
𝑖

= vknown +
Fknown

𝑄𝑖
+

𝜋𝑖

𝑄𝑖
 

Insert it back to equation 3a: 

 𝜋 = Q ∗  v𝑘𝑛𝑜𝑤𝑛  +
Fknown

𝑄𝑖
+

𝜋𝑖

𝑄𝑖
 − Fknown − v𝑘𝑛𝑜𝑤𝑛 ∗ Q 

This gives: 

 𝝅 =  
𝑸

𝑸𝒊
− 𝟏 ∗ 𝐅𝐤𝐧𝐨𝐰𝐧 +

𝑸

𝑸𝒊
∗ 𝝅𝒊                  (3b) 

From equation 3b we can see that as long as actual sales 

are higher than infrastructure induced sales, actual profit will 

be higher than infrastructure induced profit. However, case 

of possible loss might be more interesting to understand. 

Loss is possible only if 
𝑄

𝑄𝑖
< 1. Degree of loss will depend 

from two factors: relative magnitudes of Q and 𝑄𝑖 ; and 

relative magnitudes of Fknown  and 𝜋𝑖 . 
To account for this we need to assume that   

𝜋𝑖 = 𝑥 ∗ Fknown  

 where 1 ≥ 𝑥 > 0  

Replace 𝜋𝑖  in equation 3b gives us following:  

𝜋 =  
𝑄

𝑄𝑖
+ 𝑥 ∗

𝑄

𝑄𝑖
− 1 ∗ Fknown  
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We know that total fixed cost can not be negative. Then: 

 
𝑄

𝑄𝑖
+ 𝑥 ∗

𝑄

𝑄𝑖
− 1 < 0  

𝑄 <
𝑄𝑖

(1+𝑥)
  

When Fknown  is relatively high compared to the 

infrastructure induced profit (when 𝑥 is small), a relatively 

small deviation of actual sales from infrastructure induced 

sales will result in an actual loss rather than a profit. Impact 

may differ depending on structure of economy of the region. 

Industrial (auto, machinery etc.) and Agricultural (land) 

sectors are associated with higher fixed costs, Services 

(consulting, web design etc.) are associated with lower fixed 

costs. As we can see from our empirical results based on case 

of Uzbekistan, the impact is higher on Services sector, and 

lower in terms of Industrial value added and Agricultural 

value added. Understanding these differences across regions, 

sectors and time is useful for understanding the nature of 

infrastructure impacts and formulation of corresponding 

policy frameworks. 

4. Conclusions 

In frame of this study we examined the impact of 

infrastructure in both explicit and implicit forms.  

In explicit forms we looked at case of competitive 

equilibrium and derived equations for steady-state with 

inclusion of hard infrastructure and soft infrastructure. For 

this purpose we augmented neoclassical growth model and 

empirically estimated the direction and magnitude of 

infrastructure‟s impact on income per capita and growth 

dynamics. The evidence indicates that public infrastructure 

investment in developing countries had positive impact on 

per capita income for the last two decades, though its 

magnitude was lower than that of private investment for 

about one third. In terms of impact on economic growth, 

public investment had greater effect than private investment 

once tertiary education variable from Barro-Lee dataset was 

used as proxy for human capital. Considered likely, 

education constitutes a significant determinant of economic 

growth, where tertiary education found to have an 

advantage over secondary in terms of significance and 

magnitude of the effect on growth rate of GDP per capita, 

while latter had higher impact on the levels of GDP per 

capita across countries. 

In implicit form, we focused on case of railway 

connection in Uzbekistan and examined the nature of it‟s 

impact of regional economies. Using difference in 

difference approach we estimated the impact of railway 

connection on regions of infrastructure, neighboring regions 

and regions located at far ends of railway system. We found 

that impact if is differential across regions, sectors and time. 

Consequently, we proposed a theoretical framework based 

on target profit pricing approach which could explain 

condition for downside deviations of economic outcomes 

after infrastructure provision. 
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