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Abstract  TheBlasius equation is a well known third-order nonlinear ordinary differential equation, which arises in cer-

tain boundary layer problems in the fluid dynamics. This paper presents a way of applying He‟s variational iteration method 

to solve the Blasius equation. Approximate analytical solution is derived and compared to the results obtained from Ado-

mian decomposition method. Comparisons show that the present method is accurate and the using of He‟s method does 

accelerate the convergence of the power series. A robust and efficient algorithm is also programmed using Matlab based on 

the present approach, which can be easily employed to solve Blasius equation problems 
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1. Introduction 

In this paper, He's variational iteration method is em-

ployed to solve the Blasius equation. This method was de-

veloped by the Chinese mathematician Ji-Huan He as a 

modification of a general Lagrange multiplier method. The 

Blasius equation, the laminar viscous flow of fluid over a flat 

plate, is the vital equation for fluid dynamics and is repre-

sented by the following equation: 
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Where f(x) is the freestream velocity function, and
(n)

denotes 

the nth order derivative. 

The fluid problems governed by the Blasius equation have 

been solved by various numerical and analytical methods. 

Wang, Hashim, and Abbasbandy[1, 3] solved for the Blasius 

equation using the Adomian decomposition method and 

proved it to be accurate and reliable. Yu and Chen[4] em-

ployed the differential transformation method for solution 

and obtained not only the numerical values, but also the 

power series close-form solutions. Lin[5] used the parameter 

iteration method and compares the results with Howarth‟s 

numerical solution to solve for the Blasius equation. Yao and 

Chen[6] have solved the shrinking plate with constant ve-

locity problem by using homotopy analysis techniques. 

Lastly, Parand and Taghavi[7] used a collocation method 

based on a rational scaled generalized Laguerre function 

collocation method to solve this equation. 

He‟s variational iteration method (VIM) has been exten 
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sively applied as a powerful tool for solving various kinds of 

problems[8-11]. Liu and Gurram[12] have solved for free 

vibration problems involving an Euler-Bernoulli beam using 

this method and obtained accurate results which were the 

same as with the Adomian decomposition method. Słota[13] 

obtained results for the heat equation using this method and 

verifies the accuracy by obtaining the exact solution. This 

method can be used to solve nonlinear equations in heat 

transfer[14], nonlinear Jaulent-Miodek equations[15],the 

Fokker-Planck equation[16],nonlinear equations with Rie-

mann-Liouville‟s fractional derivatives[17], and the 

semi-linear inverse parabolic equation[18],etc. The advan-

tages of using He‟s VIM for numerical problems were also 

confirmed from the previous works. 

Besides the He‟s method, VIM has been extended for ap-

plications to systems of nonlinear ordinary differential equ-

ations (ODE) and chaotic systems. Batiha et al.[19] imple-

mented the multistage VIM to solve a class of nonlinear 

system of first-order ODEs. Through their study, the do-

main of validity of the solutions via the standard VIM was 

extended by the simple multistage strategy. Goh et al.[20, 

21] illustrated the strength of VIM in numerically solving 

the chaotic Rossler system, a three-dimensional system of 

ODEs with quadratic nonlinearities, by implementing the 

multistage VIM.  

In this paper the authors will convert the Blasius equation 

into a linear and a non-linear term. A correction factor and a 

Lagrangian multiplier will be utilized in a Maclaurin series 

approximation. Stationary and boundary conditions define 

the parameters of each problem. Through this approximation 

technique, a rapidly convergent series of solutions will be 

obtained and proven to be simple, accurate, and effective. 

2. He’s Variational Iteration Method 
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(VIM) 

In this section, the concept of He‟s variational iteration 

method is briefly introduced. Consider the general nonlinear 

differential equation given in the form 

g(t) = Nu(t) + Lu(t)                  (2) 

where L is a linear operator, N is a nonlinear operator, and 

g(t) is a known function. By using the variational iteration 

method, a correction functional can be constructed as 
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where λ is a general Lagrange multiplier, which can be de-

termined optimally via variational theory; the subscript n 

means the nth approximation; un is a restricted variation and 

δun = 0. 

3. Using the He’s VIM to Solve the 

Blasius Equation 

To solve the Blasiusequation , Eqn. (1) needs to be con-

verted into the He‟s VIM form (Eqn. (2)) so that we have 
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and 0 = g(t)       (4) 

Eqn. (1) then can be transformed as 
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With the correction function 
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where λ is the Lagrange multiplier. 

dttYtYtYxYxY
x

nnnnn  









0

)2()3(

1 )()(
2

1
)()()(         (7) 

Integrating the integral by parts and Eqn. (7) becomes 
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By taking the variation on both sides of above equation 

with respect to Yn, we can obtain 
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The stationary conditions obtained from last equation are 
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From above equations, the Lagrange multiplier λ can be 

 

derived as
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Next, by substituting Eqn.(10) into Eqn.(7), the correc-

tion function can be expressed as 
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In order to start iteration using Eqn.(11), Y0(x) is needed, 

which is represented Maclaurin series with the first three 

terms 

22
( ) (1) (2)

0

0

( ) (0) (0) (0) (0)
! 2

m
m

m

x x
Y x Y Y Y x Y

m

        (12) 

By substituting the given boundary conditions in Eqn. (1) 

and assuming Y
(2)

(0) = 0.332 based on the conclusions of 

Howarth[22], following equation can be obtained from Eqn. 

(12) 
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From Eqn.f(11) with n = 0, we have 
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By substituting Eqn. (13) into Eqn. (14) we can get 
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From Eqn. (13) we obtain Y0(t) = 0.166t2, Y0(1)(t) = 

0.332t, Y0(2)(t) = 0.332, and Y0(3)(t) = 0. Substituting 

above values into Eqn. (15) and from the first iteration we 

can find 
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Here Y1(x) = f(x) because Y1(x) is considered as the base 

function for all iterations, Eqn. (16) can be rewritten as 

 
 

2

2 2

0

5 6
2

( ) 0.166 0.166 0.332
2

8
0.166 0.0138

15 2

x t x
f x x t dt

x x
x


   

 
   

 



   (17) 

Diferentiate Eqn. (17) with respect to x and one can have

 4
(1) 58

( ) 0.332 0.0138 3
3

x
f x x x

 
   

 

       (18) 

4
(2) 432

( ) 0.332 0.0138 15
3

x
f x x

 
   

 

       (19) 

So that f(2)(0) = 0.332 = α1. 

Following above equations, the Blasius equation is fully 

solved and the numerical results are obtained by Matlab as 

shown in Table 1 for the first four iterations. The results are 

compared to those obtained by Abbasbandy[2]. The results 

and comparisons listed in that table show that a good ap-

proximation and quick convergence to the actual solution is  
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achieved, thus the accuracy and efficiency of He‟s varia-

tional iteration method is validated. 

Table 1.  Results of Blasius equation obtained from He‟s VIM and ADM 
(k is the number of iterations). 

Adomian Decomposition Method He‟s Variational Iteration Method 

k  k 
Accuracy 

(%) 
k  k 

Accuracy 

(%) 

1 0.333333 0.384 1 0.332164 0.398 

2 0.336355 1.294 2 0.334612 1.146 

3 0.336422 1.315 3 0.334655 1.421 

4 0.336423 1.315 4 0.334656 1.421 

4. Conclusions 

In this paper, the Blasius equation is successfully solved 

using He‟s variational iteration method though a Matlab 

program. As shown by the results and comparisons listed in 

Table 1, the use of He‟s method to obtain solutions to the 

Blasius equation problems is weighed against the Adomian 

decomposition method. The number of calculations required 

for this method is lower than ADM yet it provides compa-

rable accuracy and reliability. By using He‟s method, each 

iteration gives a direct approximation to the solution; whe-

reas, by using ADM, each iteration only gives the compo-

nents of the solution and since the number of iterations 

needed for the required accuracy is not known beforehand, 

those components have to be summed continually after each 

iteration in order to obtain the full, approximate solution. 

Moreover, using ADM to solve for the nonlinear differential 

equations does require the generation of Adomian polyno-

mials. As the number of iterations increases, the amount of 

calculations needed to obtain the new Adomian polynomial 

also increases and the process of obtaining these polyno-

mials becomes tedious and time consuming. Such drawback 

is eliminated through the application of He‟s variational 

iteration method, which does not require the additional 

computations of the Adomian polynomials. In other words, 

compare to ADM, He‟s method is a more robust, accurate, 

and speedy way for solving the nonlinear differential equa-

tions. 

In the future, He‟s method could be extensively applied 

for solving more nonlinear differential equations such as 

Poisson‟s equation, which is broadly used in electrostatics 

and mechanical engineering problems to define the Gaus-

sian charge density of a given charge distribution. Mean-

while, the method presented in this paper could also be used 

to solve for the Lorenz attractor problem. The Lorenz equa-

tions are important nonlinear ordinary differential equations 

which are practically used in climate prediction of convec-

tion rolls in the atmosphere, laser design, and dynamo de-

sign. Moreover, the presented approach can also be applied 

to any heat transfer and flow problem leading to a coupled 

nonlinear system of ODEs, such as the steady Navi-

er-Stokes equations, which are used to model the magneto-

hydrodynamic (MHD) flow of a non-Newtonian fluid in the 

presence of thermal radiation. Thus, the present method and 

the approach illustrated in this paper have broad applicabil-

ity in engineering practices. 

Appendix – Matlab Code for the Pre-

sented Algorithm 

syms b t a; 

y(1)=0.332*a^2/2; 

fori=1:5 

ya(i) = subs(y(i),a,t); 

yb(i) = subs(y(i),a,p); 

y(i+1) = 

y(i)1/2*int((ta)^2*(diff(ya(i),t,3)+b*ya(i)*diff(ya(i),t,2)),t,0,

a); 

end 

sol=diff(y(i+1),a,2); 

p = subs(sol,a,0); 

end 
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