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Abstract  Plant layout problems are well researched problems (see Singh and Sharma [10]) for references. SPLPs (simple 

plant layout problem) are single period problems where one allots facilities to slots so that sum total of material handling cost 

is minimized; whereas DPLPs (dynamic plant layout problem) are multi-period problems. In DPLP the flows between 

facilities or machines change as old products are weeded out and newer ones are added. This necessitates that facilities be 

relocated to different slots so that we have minimized the sum total of relocation cost and the material handling cost. These 

problems are known to be NP-Hard. Multi-Floor (MF) layout problems are more complex. Here we give four new model on 

MF-SPLP. Novel formulations and its new linearization(s) are given. We also give details of computational investigation 

carried out by us.  
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1. Introduction 

The simple plant layout problem (SPLP or the quadratic 

assignment problem QAP) is posed as follows. There are N 

slots where N facilities are to be located. Distance between 

slot ‘j’ and ‘l’ is known and denoted by D(j,l). The material 

flow between machines (facilities) are known in advance  

(it is determine by product mix of the company and 

technological requirements of sequence in which different 

operations are performed on different jobs). We seek to 

minimize the material handling cost of the total shop when 

all machines are considered. It results in quadratic objective 

function involving binary variables s.t. linear constraints.   

It is a single period problem. When material flow between 

machines changes (due to change of product mix of the 

company in different time periods) a multi-period problem 

results when machines are dismantled from one location and 

placed in other slot. This multi-period problem is referred to 

as dynamic plant layout problem (DPLP). Below we give 

formulation of QAP.  

Problem QAP or SPLP–  

Min sum over (i,j,k,l): x(i,j)*x(k,l)*D(j,l)*F(i,k) (a) 

Sum(i), x(i,j) = 1 for all j      (b) 

Sum(j), x(i,j) = 1 for all i      (c) 

x(i,j) = (0,1) for all i and j      (d) 
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x(i,j) = 1 if facility ‘i’ gets into ‘j’ th slot,  

   and 0 otherwise      (e) 

D(j,l) is the distance between ‘j’ th and ‘l’ th slot and F(i,k) 

is flow between facility ‘i’ and ‘k’.  

Now we give here classic formulation of DPLP or the 

dynamic multi-floor plant layout problem.  

Problem DPLP–  

Min sum over (i,j,k,l,t): x(i,j,t)*x(k,l,t)* 

D(j,l)*F(i,k) + sum(i,j,t,l) A*y(i,j,t,l)     (f) 

Sum(i), x(i,j) = 1 for all j      (g) 

Sum(j), x(i,j) = 1 for all i      (h) 

x(i,j,t) = (0,1) for all i,j and t     (i) 

also we have y(i,j,t,l) as binary variable that is 1 if ‘i’ th 

facility in slot ‘j’ in period ‘t’ goes to slot ‘l’ in period ‘t+1’ 

and 0 otherwise. This is achieved by following equations.  

y(i,j,t,l) + M*(2 - x(i,j,t)*x(i,l,t+1)) >= 1   (j) 

it s easy to see that this requires that  

y(i,j,t,l) be real and greater than or equal to 0; and not 

binary (see Singh and Sharma (2008)) (k) 

x(i,j,t) = 1 if facility ‘i’ gets into ‘j’ th slot in period t 

   and 0 otherwise      (l) 

D(j,l) is the distance between ‘j’ th and ‘l’ th slot and F(i,k) 

is flow between facility ‘i’ and ‘k’.  

It is well known that problem SPLP is NP-Hard and 

computationally intractable. Hence heuristics are popularly 

used to solve QAP. These are Genetic Algorithms, Tabu 
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Search, Simulated Annealing etc. For a detailed exposition 

refer to [13]. This makes (use of heuristics and meta 

heuristics) sense as SPLPs and DPLPs are intractable 

problems (they are NP-Hard) and optimization based exact 

algorithms will take exponential amount of CPU time as 

problem size increases. Researchers also have tried to 

linearize the objective function by adding more real and/or 

binary variables. A summary formulations of different 

formulations for SPLP are given in Loiola et al. [6] and 

various linearizations of SPLP are given in [14]. And a table 

of comparison is reproduced here.  

Table 1.  Comparison of Sizes of Different Formulations and Linearization 
of QAP 

Different Formulations of 

QAP that appeared in 

literature 

No. of 

Binary 

Variables 

No. of 

Real 

Variables 

No. of 

Constraints 

Lawler [5] N3 - N4 

Kauffman and Broecks [4] N2 N2 N2+ 2*N 

Christofides [2] N4+ N2 - 
N4+ 2*N + 

1 

Frieze and Yadegar [3] N2 N4 
N4+ 2*N3 + 

2*N2 

Asad and Xu [1] N4+ N2 - 3*N2 

Padberg and Rijal [7] N4+ N2  3*N3 

Singh and Sharma [18] N2 N4 N4 

In this paper we give new linearization(s) of MF-SPLP, 

MF-DPLP and ‘sequence’ dependent MF-DPLP. MF-SPLP 

is a single period problem; whereas MF-DPLP is a 

multi-period problem. In ‘sequence’ dependent MF-DPLP 

the relocation cost depends not only on where it is relocated 

but also depends on from where it is lifted. Here the new 

linearization has much less number of binary variables. 

Reader is referred to [9], [11] and [12] for latest details.  

Since both SPLP and DPLP are computationally 

intractable exact methods are not advised. Literature is 

flooded with the application of Genetic Algorithm, 

Simulated Annealing and Tabu Search methods for solving 

SPLP and DPLP (see Singh and Sharma [13]).  

2. A New Linearization of Multi Floor 
Simple Plant Layout Problem (SPLP) 

Here we describe the multi-floor problem considered in 

this paper in detail. In normal SPLP all the slots (where 

facilities can go) are on the ground floor. There are multi-bay 

SPLPs where slots are arranged in multiple bays and 

facilities are located there. There is premium on ground 

space and hence sky rise buildings are more common now a 

days. So we have a multistoried building that has ‘J’ floors 

and each floor has exactly ‘K’ slots. So there are a total of 

J*K slots where exactly J*K facilities are to be located such 

that sum total of material handling cost is minimized. This 

problem can be solved by posing it as problem QAP (((a) to 

(e)) above. Here if there are N slots and N floors, the 

associated QAP has N4 binary variables. We give here a new 

formulation of MF-SPLP that has only N2 binary variables 

and has other advantages. We give the formulation below.  

Constants of the Problem:  

i index for facility; j index for floor and k index for slot.  

D(j1,k1, j2,k2) = distance between slot k1 ant floor j1 and 

slot k2 at floor j2.  

F(i1,i2) = flow between facility i1 and i2.  

Decision Variables:  

X(i,j) = 1 if facility ‘i’ is on floor ‘j’ and 0 otherwise. 

Y(i,k) = 1 if facility ‘i’ is in slot ‘k’ and 0 otherwise.  

Problem Formulation: P1 

Min sum(i: i1 NE i2 and (j1,k1) NE  

(j2,k2)), X(i1,j1)* Y(i1,k1)*X(i2,j2) 

*Y(i2,k2)*F(i1,i2)* *D(j1,k1,j2,k2)    (1) 

s.t. sum(j,k), X(i,j)*Y(i,k) = 1 for all ‘i’   (2) 

sum(i), X(i,j)*Y(i,k) = 1 for all ‘j’ and ‘k’  (3) 

X(i,j) = (0,1) for all i and j     (4) 

Y(i,k) = (0,1) for all i and k     (5) 

Linearization: we introduce variables Z(i1,j1,k1,i2,j2,k2) 

= (binary variables = (0,1)) 

X(i1,j1)*Y(i1,k1)*X(i2,j2)*Y(i2,k2) and then we have the 

following:  

Min sum(i1 NE i2 and (j1,k1) NE (j2,k2)),  

Z(i1,j1,k1,i2,j2k2)*F(i1,i2)*D(j1,k1, j2,k2)   (6) 

s.t. (2) & (3), and  

Z(i1,j1,k1,i2,j2,k2) + M*(4– (X(i1,j1)+ Y(i1,k1) 

+X(i2,j2)+ Y(i2,k2))) >= 1  

for all i1 NE i2 and (j1,k1) NE (j2,k2))   (7) 

It can be easily seen that (as in [16]), Z(i1,j1,k1,i2,j2,k2) 

need not be binary but need to be positive real variables 

(Z(i1,j1,k1,i2,j2,k2) >= 0).  

We hope that this is new linearization of Multi-Floor 

SPLP. It has only N*(S+F) binary variables (where N is 

number of facilities, S is max no of slots and F is max 

number of floors). Objective function can be posed as:  

Min sum(i: i1 NE i2 and (j1,k1) NE (j2,k2)), X(i1,j1,k1) 

*X(i2,j2,k2)*F(i1,i2)*D(j1,k1, j2,k2)    (8) 

Other formulation possible is also given here (probably 

given in literature):  

X(i1,j1,k1) = 1 if facility i1 is located on floor j1 and slot 

k1 (on floor j1 only); and 0 otherwise. Other constant 

definitions are same and then multi-floor SPLP is:  

Problem Formulation P2:  

Min (6) 

s.t. sum(j,k), X(i,j,k) = 1 for all ‘i’    (9) 

sum(i), X(i,j,k) = 1 for all ‘j’ and ‘k’   (10) 

X(i,j,k) = (0,1) for all i,j and k    (11) 

Linearization: we introduce variables Z(i1,j1,k1,i2,j2,k2) 

= (binary variables = (0,1)) 

X(i1,j1,k1)*X(i2,j2,k2) and then we have the following:  

Min sum(i1 NE i2 and (j1,k1) NE (j2,k2)), Z(i1,j1,k1,i2, 

j2,k2)*F(i1,i2)*D(j1,k1, j2,k2) 
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s.t. (9), (10) and (11) & 

Z(i1,j1,k1,i2,j2,k2) + M*(2 –  

(X(i1,j1,k1)+X(i2,j2,k2))) >= 1  

for all i1 NE i2 and (j1,k1) NE (j2,k2))   (12) 

It can be easily seen that (as in [16]), Z(i1,j1,k1,i2,j2,k2) 

need not be binary but need to be positive real variables 

(Z(i1,j1,k1,i2,j2,k2) >= 0).  

Here we have N2 binary variables (where N is number of 

facilities). 

We offer one more novelty in formulation P2. We 

introduce binary variables X1(i1,j1) to be equal to ‘1’ if 

facility ‘i1’ goes to floor ‘j1’ and zero otherwise; and 

Y1(i1,k1) to be equal to 1 if facility i1 goes to slot k1 and 

zero otherwise. And we introduce additional constraints.  

X1(i1,j1) >= X(i1,j1,k1) for all i1, j1, k1   (13) 

Y1(i1,k1) >= X(i1,j1,k1) for all i1, j1, k1   (14) 

(2 – [X1(i1,j1) + Y1(i1,k1)])*M  

+ X(i1,j1,k1) >= 1       (15) 

Now with this it is easy to see that X(i1,j1,k1) need not be 

binary but can be greater than zero and real. This so because, 

if X(i1,j1,k1) is to be greater than ‘0’, then it will have to be 

at ‘1’ due to constraints (13) and (14) & (15). If any of the 

X1(i1,j1) or Y1(i1,k1) is equal to ‘0’, then constraint (13) 

and (14) will force it (X(i1,j1,k1)) to be equal to ‘0’. 

It is easy to see that (7) can be used in place of (12). 

Now we are in a position to give a new formulation of 

MF-SPLP (posed as problem P3).  

Problem P3:  

(6) s.t. (7), (9), (10), (13), (14), (15) and (16) 

X(i1,j1,k1) >=0 for all i1,j1,k1     (16) 

Thus we have reduced number of binary variables in 

formulation P3, which is expected to make it more efficient. 

Computational investigation is underway and results will be 

reported soon.  

Now we give yet another formulation of MF-SPLP (posed 

as problem P4). 

Problem P4:  

(6) s.t. (9), (10), (13), (14), (15), (16), (12) and (17) 

Z(i1,j1,k1,i2,j2,k2) >= 0      (17) 

 

Table 2.  Comparing Four Formulations of MF-SPLP  

Formulation P1 Formulation P2 Formulation P3 Formulation P4 

N*(S+F) binary 

variables; 

[N*S*F]2 real 

variables 

non-linear constraint 

N*S*F binary variables; 

[N*S*F)]2 real variables and 

linear objective function in 

real variables and linear 

constraints 

N*(S+F) binary variables; 

perfectly linear model (with 

all real obj fn) with N*S*F 

real variables. 

N*(S+F) binary variables; 

perfectly linear model with 

N*S*F + [N*S*F)]2 real 

variables; and linear objective 

function in real variables and 

linear constraints. 

 

As we go ahead with this a paper, a yet new formulation of 

MF-SPLP is given below as problem P5.  

Problem P5:  

Min (8); s.t. (9), (10), (16), (13), (14), (15) and (4), (5).  

It has quadratic objective function in real variables with 

linear constraints. It has N2 real variables and has N*(S+F) 

binary variables.  

It will be worthwhile comparing efficacy of above two 

formulations P1, P2, P3, P4 and P5; and also respective 

linearization that are a measure of lower bound. It can be 

seen that model P1 has non-linear constraints, but model P3 

has perfectly linear constraints (with quadratic objective 

function in real variables) with lesser number of binary 

variables which is likely to make it more efficient than P1 or 

P2. Similarly, P4 has more real variables than P3, but has 

linear objective function in real variables. Here we give 

results of empirical investigation undertaken to determine 

the efficacy of these models.  

3. Discussion 

In this paper we give a new formulation (P3) of multi floor 

SPLP that has least number of binary variables and is a 

perfectly a linear model but has quadratic objective function 

in real variables. We also give a new problem formulation 

that has additional [N*S*F)]2 real variables but has linear 

objective function in real variables. This is a useful 

contribution we make. Similar contribution are possible for 

MF-DPLP (multi-floor dynamic plant layout problem).  

4. Computational Results 

A total of 30 problems of size 3*3, 4*4, and 5*5 were 

solved (models P2, P3 and P4 were solved on AMD Ryzen 5 

4500U with Radeon Graphics 2.38 GHz.), and the data for 

these problems was randomly generated.  

3*3 Problem: Here we considered 3 floor and each floor 

has 3 different slots in which total 9 facilities can be located. 

Then we utilized GAMS programs for different models, 

which were used to implement the solution technique in a 

step-by-step manner. Results we get after running GAMS 

program are reported here. As P1 turns out to be infeasible so 

we only reported results of P2, P3, and P4. 
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Table 3.  Comparison Table between P2 and P3: 3 by 3 Problems 

Criterion µP3 µP2 |t-value| Null Hypothesis 

Objective function value 121031.12 118644.15 .967 Failed to reject 

Root Relaxation Solution Time .0290 .0187 2.433 Rejected 

Iterations 10067205.77 8637086 4.575 Rejected 

Number of Nodes 271643.87 189570.83 8.605 Rejected 

Elapsed Time 987.6 986.08 0.68 Failed to Reject 

Model P2 is better than P3 which is supported by statistical test as Model P2 shows significant improvements in terms of 

iterations, number of nodes and root mean time, with lower values compared to P3. 

Table 4.  Comparison Table between P3 and P4: 3 by 3 Problems 

Criterion µP4 µP3 |t-value| Null Hypothesis 

Objective function value 121182.2450 121031.1167 .484 Failed to reject 

Root Relaxation Solution Time .0150 .0290 4.105 Rejected 

Iterations 11655252.93 10067205.77 19.313 Rejected 

Number of Nodes 430448.10 271643.87 15.049 Rejected 

Elapsed time 987.7 987.6 0.06 Failed to Reject 

P3 is a better option than P4 for situations where number of iterations and no of nodes processed is important; as it can be 

inferred that there is no significant change in objective function value for both models P3 and P4.  

Table 5.  Comparison Table between P2 and P4: 3 by 3 Problems 

Criterion µP2 µP4 |t-value| Null Hypothesis 

Objective function value 118644.1477 121182.2450 1.027 Failed to reject 

Root Relaxation Solution Time .0187 .0150 1.160 Failed to reject 

Iterations 8637086.000 11655252.93 9.066 Rejected 

Number of Nodes 189570.83 430448.10 38.498 Rejected 

Elapsed time 986.08 987.7 0.84 Failed to Reject 

It can be concluded that model P2 and P4 are equally good as there is no statistical difference between both in case of 

objective function; but P2 is superior to P4 in terms of no of nodes processed and no of iterations. Thus P2 is best among P2, 

P3 and P4 for 3 X 3 sized problems.  

4*4 Problem: Here we considered 4 floor and each floor has 4 different slots in which total 16 facilities can be located. 

Then we utilized GAMS programs for different models, which were used to implement the solution technique in a 

step-by-step manner. Results we get after running GAMS program are reported here. As P1 turns out to be infeasible so we 

only reported results of P2, P3, and P4. 

Table 6.  Comparison Table between P2 and P3: 4 by 4 Problems 

Criterion µP3 µP2 |t-value| Null Hypothesis 

Objective function value 356735.1146 353959.5362 10.248 Rejected 

Root Relaxation Solution Time .9367 .1263 87.806 Rejected 

Iterations 343017.1142 277789.17 3.856 Rejected 

Number of Nodes 8892.13 2477.23 20.384 Rejected 

Elapsed time 952.44 970.83 1.718 Rejected 

P2 outperforms model P3, as it shows significant improvements in terms of objective function, root mean time, iteration, 

and number of nodes with lower values compared to P3.  

Table 7.  Comparison Table between P3 and P4: 4 by 4 Problems  

Criterion µP4 µP3 |t-value| Null Hypothesis 

Objective function value 352604.3063 356735.1146 14.718 Rejected 

Root Relaxation Solution Time 1.3563 .9367 19.391 Rejected 

Iterations 1002859.93 343017.1142 29.570 Rejected 

Number of Nodes 12490.07 8892.13 8.439 Rejected 

Elapsed time 975.4 952.44 1.957 Rejected 
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Table 8.  Comparison Table between P2 and P4: 4 by 4 Problems 

Criterion µP4 µP2 |t-value| Null Hypothesis 

Objective function value 352604.3063 353959.5362 3.950 Rejected 

Root Relaxation Solution Time 1.3563 .1263 64.275 Rejected 

Iterations 1002859.93 277789.17 48.635 Rejected 

Number of Nodes 12490.07 2477.23 39.418 Rejected 

Elapsed time 975.4 970.83 1.092 Not rejected 

It can be concluded that model P3 and model P4 are equally good, as P3 shows significant improvements in terms no of 

iterations iteration, and number of nodes with lower values compared to P4 (it takes significantly less CPU time (with elapsed 

time used as proxy)). But P4 shows significant improvement in the value of objective function. It can be concluded that model 

that no models is clearly superior, as P2 shows significant improvements in terms of iteration number and number of nodes 

with lower values compared to P4. But P4 shows significant improvement in the value of objective function. So P3 and P4 are 

good models for 4 X 4 sized problems.  

5*5 Problem: Here we considered 5 floor and each floor has 5 different slots in which total 25 facilities can be located. 

Then we utilized GAMS programs for different models, which were used to implement the solution technique in a 

step-by-step manner. Results we get after running GAMS program are reported here. As P1 turns out to be infeasible so we 

only reported results of P2, P3, and P4. 

Table 9.  Comparison Table between P2 and P3: 5 by 5 Problems 

Criterion µP3 µP2 |t-value| Null Hypothesis 

Objective function value 895104.3544 888953.1198 9.610 Rejected 

Root Relaxation Solution Time 14.0423 1.5890 62.267 Rejected 

Iterations 12659.70 85464.17 53.884 Rejected 

Number of Nodes 47.50 418.07 33.074 Rejected 

Elapsed time 954.96 880.74 5.57 Rejected 

Model P2 outperforms model P3, as it shows significant improvement in terms of objective function with lower values 

compared to P3. But P3 takes significantly less no of iterations and no of nodes processed.  

Table 10 

Criterion µP4 µP3 |t-value| Null Hypothesis 

Objective function value 890678.002 895104.3544 9.892 Rejected 

Root Relaxation Solution Time 20.9577 14.0423 25.756 Root Mean Time 

Comparison Table between P3 and P4: 5 by 5 Problems 

Iterations 87893.70 12659.70 29.992 Rejected 

Number of Nodes 496.50 47.50 48.401 Rejected 

Elapsed time 751.73 954.96 10.32 Rejected 

It can be concluded that no model is clearly superior, P3 shows significant improvements in terms of iteration and number 

of nodes with lower values compared to P4. But P4 shows significant improvement in the value of objective function. 

Table 11.  Comparison Table between P2 and P4: 5 by 5 Problems 

Criterion µP4 µP2 |t-value| Null Hypothesis 

Objective Function Value 890678.0028 888953.1198 2.861 Rejected 

Root Relaxation Solution Time 20.9577 1.5890 72.069 Rejected 

Iterations 87893.70 85464.17 .771 Failed to reject 

Number of Nodes 496.50 418.07 5.106 Rejected 

Elapsed time 751.73 880.74 6.086 Rejected 

P2 outperforms model P4, as it shows significant improvement in terms of elapsed time, iterations and number of nodes 

with lower value compared to P4. Also P2 shows significant improvement in the value of objective function. A point in favor 

of P4 is that for 5 X 5 problems, it takes least CPU time (with elapsed time used as proxy). P2 is better among all for 5 X 5 

problem.  
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Based on above results and inferences we can conclude that model P2 turns out to be best model among P1, P2, P3 and P4 

for MF-SPLP for 5 X 5 problems. P3 and P4 are good models for problems of size 4 X 4. For 3 X 3 sized problem models P2, 

P3 and P4 are as good; none clearly superior.  

All the above problem instances were solved again (The computation was done on the machine specification HP made Intel 

core(TM) i5 CPU @ 3.20 GHz, Installed Memory 4.00 GB, 32-Bit Windows 7. OS) by model P5 in GAMS and for 3 X 3 and 

4 X 4 sized problems. Results are given below.  

3 X 3 Sized Problems Solved by Model P5 

No of Iterations No of Nodes Elapsed Time Objective Function Value 

7 – 9; but for 3/29 

cases it was 261, 

91 and 142. 

Less than 27 2 – 3 seconds 

Large reduction in objective function values was in 5 

cases (19, 26, 51, 48 and 54%); large increases in 4 

cases (101, 111, 109 and 27%); rest all increases were 

less than 13%; and decreases were less than 7 % 

4 X 4 Sized Problems Solved by Model P5 

No of Iterations No of Nodes Elapsed Time Objective Function Value 

11 – 13 Less than 45 3 – 4 seconds Decreases / increases were within 7% 

 

3 X 3 problems have 54 binary variables whereas 4 X 4 

problems have 128 binary variables. P5 is very fast (around 

300 times faster) and gives good solutions. We can solve 

models P2, P3 or P4 by using the advanced starts given by 

model P5 in very short (elapsed) time. Problems 5 X 5 had 

250 binary variables. These problems were solved and 

returned no solution (GAMS called it as infeasible) except 

for one problem (problem no 8 which had a solution far away 

from the solutions given by either P2, P3 or P4).  

It so turns out that problem of size 3 X 3 or 4 X 4 be solved 

by first by model P5 and then the solution so returned can be 

fed to other models (P2, P3 or P4) to reach to a better 

solution. This is because model P5 takes very little elapsed 

time to return a good solution. Problems of size 5 X 5 or 

above can be fed directly to model P2, P3 or P4. This is the 

conclusion that follows from this paper. The above results 

can be viewed in light of the fact that SPLP with number   

of facilities equal to 27 is NOT solvable optimally by 

commercially available software [10].  
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