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Abstract  Bioequivalence (BE) studies are becoming increasingly important due to the widespread production and use of 

generic drugs all around the world. These types of studies provide statistical evidence that two drugs or formulations, called 

the test drug and the reference drug, are therapeutically equivalent in terms of the rate and extent of absorption. Correctly 

identifying outliers in bioequivalence studies is very important because it may cause important differences in the results of the 

study. The existence of outliers may give the conclusion that formulations are not bioequivalent but in reality, they are 

bioequivalent. In the literature, several different methods have been proposed for detecting outliers in bioequivalent studies. 

In this paper, we compared four outlier detection tests: the estimated distance (ED) test, Hotelling 𝑇2 test, the mean shift test, 

and principal component analysis (PCA) test. This is the first time that the PCA test has been compared with the Hotelling 𝑇2 

test and the mean shift test in the context of BE studies. The results of our simulation study showed that the ED test and PCA 

test outperformed the other two tests in detecting outliers.  

Keywords  Bioequivalence, Crossover design, Outliers, Likelihood distance, Estimated distance, Hotelling 𝑇2  test, 

Mean shift test, Principal Component 

 

1. Introduction 

Bioequivalence (BE) studies are performed in the 

pharmaceutical industry to compare different forms of a drug 

or different drugs with the same active ingredient in terms of 

how quickly and completely the active ingredient is absorbed 

into the bloodstream. The most common pharmacokinetic 

parameters used to measure the rate and extent of absorption 

are the area under the blood or plasma concentration-time 

curve (AUC), the maximum blood or plasma concentration 

(𝐶𝑚𝑎𝑥 ), and the time to the maximum concentration (𝑡𝑚𝑎𝑥 ). 

To conclude that two drugs are bioequivalent, the Food and 

Drug Administration (FDA) requires statistical evidence that 

the true ratio of their average pharmacokinetic responses 

(such as AUC) is between 80% and 125% with 90% 

confidence. However, a commonly encountered problem   

in BE studies is that the data set may contain some extreme 

or outlying values/subjects. These outliers can occur due   

to laboratory errors, unusual subjects, or simply human 

transcription errors. Outlier detection is an important step in 

BE studies, as the presence of outliers can significantly 

impact the results of the study. Since the 1970s, there has 

been a lot of research on outlier detection methods.  

However, most of this work has focused on outlier 

detection in linear regression models. For outlier detection in 
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BE trials, Chow and Tse (1990a) [2] proposed two 

procedures: the likelihood distance and the estimated 

distance. Liu and Weng (1991) [9] also proposed a method 

called two-sample Hotelling 𝑇𝟐  for detection of multiple 

outliers in bioavailability/bioequivalence data. Wang and 

Chow (2003) [18] proposed a test procedure called a mean 

shift model. Enachescu and Enachescu (2009) [7] used 

principal components to introduce a test for outlier detection 

in BE studies with crossover design.  

In this paper, four methods will be applied for detecting 

outliers in bioequivalence studies and compared their ability 

to identify outliers. Specifically, the estimate distance test 

(ED), Hotelling's 𝑇𝟐  test, mean shift test and principal 

component analysis squared distance test (PCA) will be used. 

It is worth noting that this is the first time that principal 

component analysis squared distance test (PCA) has been 

compared to the mean shift test and Hotelling 𝑇2 test. In 

section 2, we briefly explain each one of the above-mentioned 

methods. In section 3, the four discussed procedures will be 

performed on crossover BE data set and a simulation study 

will be conducted to evaluate the performance of these four 

procedures in terms of power and level of significance.    

A concise summary is provided in section 4.  

2. Four Outliers Detection Tests  
in Bioequivalence Studies with 
Crossover Design 

In this section, four outlier detection tests in 
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bioequivalence studies with crossover design will be 

discussed. In subsection 2.1, likelihood distance and estimate 

distance will be explained. Hotelling 𝑇2  test will be 

demonstrated in subsection 2.2. In subsection 2.3, the mean 

shift test will be revealed. Principal component analysis 

squared distance test (PCA) will be clarified in subsection 2.4.  

2.1. Likelihood Distance and Estimates Distance 

These methods are based on the likelihood function of the 

data. 

The model for a 𝑘 × 𝑘  crossover design comparing 𝑓 

formulations of a drug product under the assumption that 

there are no period effects, and no formulation effects can be 

expressed as:  

 𝑌𝑖𝑗 = 𝜇 + 𝑆𝑖 + 𝑒𝑖𝑗 , 𝑗 = 1, . . . , 𝑓; 𝑖 = 1, . . . , 𝑛. (2.1) 

Where 𝑌𝑖𝑗  is the response variable on the 𝑖𝑡ℎ  subject 

under the 𝑗𝑡ℎ formulation, 

𝜇 is the overall mean, 𝑆𝑖  is the random effect of the 𝑖𝑡ℎ 

subject, 𝑒𝑖𝑗  is the error term. 𝑆𝑖  and 𝑒𝑖𝑗  are assumed to be 

independently and normally distributed with means 0 and 

variances 𝜎𝑠
2 and 𝜎𝑒

2 respectively.  

Chow and Tse (1990a) [2] introduced two test procedures, 
the likelihood distance (LD) and the estimates distance (ED) 

under the above model. Let 𝜽 = (𝜃1, 𝜃2, 𝜃3)′  where:  

  𝜃1 = 𝜇, 𝜃2 = 𝜎𝑒
2
 and 𝜃3 = 𝜎𝑒

2 + 𝑓𝜎𝑠
2. (2.2) 

The log-likelihood function is given by: 

𝐿(𝜽) = −
𝒏𝒇

𝟐
𝑙𝑜𝑔2𝜋 −

𝒏

𝟐
𝒍𝑜𝑔(𝜃2𝜃3

𝑓−1
) 

 −
𝟏

𝟐𝜽𝟐
∑
𝒊=𝟏

𝒏

∑
𝒋=𝟏

𝒇

(𝑌𝑖𝑗 − 𝜃1)𝟐 −
𝒇

𝟐
(
𝟏

𝜽𝟑
−

𝟏

𝜽𝟐
) ∑
𝒊=𝟏

𝒏

(𝑌𝑖 − 𝜃𝟏)𝟐.(2.3) 

The maximum likelihood estimator (MLE)  

𝜽  of 𝜽 is given by 

 𝜃 1 = 𝑌 =
𝟏

𝒏𝒇
∑
𝒊=𝟏

𝒏

∑
𝒋=𝟏

𝒇

𝑌𝒊𝒋, 𝜃 2 = 𝑚1, 𝜃 3 =
(𝒏−𝟏)𝒎𝟐

𝒏
. (2.4) 

Where 

𝑚𝟏 =
𝟏

𝒏(𝒇−𝟏)
∑
𝒊=𝟏

𝒏

∑
𝒋=𝟏

𝒇

(𝑌𝑖𝑗 − 𝑌𝑖)
𝟐,  

 and    𝑚𝟐 =
𝒇

(𝒏−𝟏)
∑
𝒊=𝟏

𝒏

(𝑌𝑖 − 𝑌)𝟐 (2.5) 

The LD test procedure can be expressed as  𝑳𝑫𝒊(𝜽 ) =

𝟐[𝑳(𝜽 ) − 𝑳(𝜽 (𝒊))], 

where 𝜽 (𝒊) refers to the MLE of 𝜽 with deletion of the 

𝑖𝑡ℎ subject. Chow and Tse (1990 a) [2] demonstrated that as 

n tends to infinity, 𝑳𝑫𝒊(𝜽 ) is asymptotically distributed as a 

chi-square variable with 3 degrees of freedom. 

Thus, the 𝑖𝑡ℎ subject is considered as an outlying subject 

if 𝑳𝑫𝒊(𝜽 )  > 𝝌𝟑
𝟐(𝜶) , where 𝝌𝟑

𝟐(𝜶)  is the 𝛼𝑡ℎ  upper 

percentile point of a central chi-square distribution with 3 

degrees of freedom. 

They also introduced the estimates distance test, which is 

defined as:  

 𝑬𝑫𝒊(𝜃 ) = 𝒏𝟐(𝜽 − 𝜽 (𝒊))𝚺 −𝟏(𝜽 − 𝜽 (𝒊))′ , (2.6) 

Where 𝚺  is given by  
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 (2.7) 

Chow and Tse (1990 a) [2] also showed that the ED test 

follows a chi-squared distribution with 3 degrees of freedom 

as the sample size (n) increases. Therefore, the 𝑖𝑡ℎ subject is 

considered as an outlying subject if 𝑬𝑫𝒊(𝜃 ) > 𝝌𝟑
𝟐(𝜶). 

It is worthwhile to note that the sample size for a 

bioavailability study is sometimes too small to apply 

asymptotic distributions of LD and ED of Chow and Tse’s 

procedures, which is considered as a drawback of these 

procedures. Liu and Weng (1991) [9] applied the bootstrap 

technique to evaluate the sampling distribution of the LD  

and ED.  

2.2. Hotelling 𝐓𝟐 

To detect possible outlying subjects, Liu and Weng (1991) 

[9] introduced a procedure based on the two-sample 

Hotelling 𝑇2. The procedure works by first calculating the 

two-sample Hotelling 𝑇2  statistics for each subject. The 

procedure identifies subjects that are likely to be outliers by 

looking at the order statistics of the 𝑇2 statistics. Subjects 

that have 𝑇2 statistics that are much larger or smaller than 

the majority of the 𝑇2 statistics are likely to be outliers.  

They adapted the following model:  

 𝑌𝑖𝑗 = 𝐵𝑗 + 𝜖𝑖𝑗 , 𝑖 = 1, . . . , 𝑛, 𝑗 = 1, . . . , 𝑓 (2.8) 

where 𝐵𝑗 = 𝜇 + 𝐹𝑗  

Let 𝒀𝒊 = (𝑌𝑖1, . . . 𝑌𝑖𝑓)′  be 𝑓 × 1 vector of the responses 

observed on subject 𝑖  to 𝑓  formulations. Thus,  𝒀𝒊  are 

𝑓-dimensional multivariate normal (MVN) random vectors 

with mean vector 𝑩 and covariance matrix 𝜦, where 

𝑩 = (𝐵1, . . . 𝐵𝑓)′  and  

 𝜦= 𝒄𝒐𝒗(𝑌𝑖𝑗 , 𝑌𝑖 ′ 𝑗 ′ ) =  

𝜎𝑗
2
 if 𝑖 = 𝑖′  and 𝑗 = 𝑗′ ,

𝜎𝑗 𝑗 ′  if 𝑖 = 𝑖′  and 𝑗 ≠ 𝑗′ ,

0 otherwise.

  (2.9) 

The formulation of the hypothesis for outlying subjects 

caused by a location shift can be written in the form of n 

sub-hypothesis as follows:  

𝑯𝟎(𝑖): 𝒀𝒊 ∼ MVN(𝑩, 𝜦) 

𝑯𝒂(𝑖): 𝒀𝒊 ∼ MVN(𝑩 + 𝜟𝒊, 𝜦), 𝒊 = 𝟏, . . . , 𝒏 

Hotelling 𝑇2 statistics can be expressed as  

 𝑇𝑖
2 =

(𝒏−𝟐)𝐷𝒊
𝟐

[
𝒏−𝟏

𝒏
−𝐷𝑖

2]
, (2.10) 

Where  

 𝐷𝑖
2 = (𝒀𝒊 − 𝒀)′𝑨−𝟏(𝒀𝒊 − 𝒀), 𝑖 = 1, . . . , 𝑛 (2.11) 

And A is matrix of the sums of squares and cross products 
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computed from Y1,..., 𝑌𝑛 , respectively. 

Hypothesis 𝑯𝟎(𝒊) is rejected if  

𝑃{𝑚𝑎𝑥
1≤𝑗≤𝑖

 𝑊𝑗
2 > 𝑇(𝑖)

2 } < 𝛼 

provided that 𝑯𝟎(𝒏), 𝑯𝟎(𝒏−𝟏), . . . , 𝑯𝟎(𝒊+𝟏) are rejected at the 

𝛼 level of significance, where 0 < 𝛼 < 1, and (𝑊1
2, . . . ,𝑊𝑛

2) 

be a vector of n Hotelling 𝑇2  statistics computed from a 

sample of size n from an 𝑓-dimensional multivariate normal 

with mean 0 and covariance matrix 𝑰𝒇. The joint distribution 

of order statistics of 𝑇𝑖
2  is complicated. Instead, Liu and 

Weng (1991) [9] applied the Monte Carlo or bootstrap 

simulation to evaluate the sampling distribution of test 

statistics. They presented tables that give the 5% and 1% 

upper quantiles of the distribution of ordered 𝑇2 statistics 

for 𝑓 = 2, 3 and varies sample sizes. 

2.3. Mean-Shift Model 

Wang and Chow (2003) [18] developed a method for 

identifying both outlying subjects and outlying observations 

in bioequivalence studies using the mean-shift model 

proposed by Srikantan (1961) [17], 

which is given as  

𝑌𝑖𝑗 = 𝜇 + 𝑆𝑖 + 𝐹𝑗 + 𝜆𝑗𝛿𝑖𝑡 + 𝑒𝑖𝑗 , 

 𝑗 = 1,… , 𝑓;  𝑖 = 1, . . . , 𝑛. (2.12) 

Where 𝐹𝑗  is the fixed formulation effect 𝛿𝑖𝑡  =1 if 𝑡 = 𝑖 

and 0 otherwise. 𝜇, 𝑆𝑖 , and 𝑒𝑖𝑗  are as defined before. Based 

on this model, the hypothesis of interest can be expressed as: 

𝑯𝟎(𝒊): 𝝀 = (𝜆1, . . . , 𝜆𝑓)′ = 𝟎 

Versus 𝑯𝑎(𝑖): 𝝀 = (𝜆1, . . . , 𝜆𝑓)′ ≠ 0, 𝑖 = 1, . . , 𝑛 

The score test for the above hypothesis is given as  

𝐷𝑖 = 𝑛(𝑓 − 1)𝑇𝑖1𝑛 + 𝑛𝑇𝑖2𝑛 , where  

 𝑇𝑖1𝑛 =
(𝒆𝒊−𝑒𝑖𝟏)′ (𝒆𝒊−𝑒𝑖𝟏)

𝜮𝒔(𝒆𝒔−𝑒𝑠𝟏)′ (𝒆𝒔−𝑒𝒔𝟏)
 (2.13) 

where 𝐞𝐢 = (𝒆𝒊𝟏, ⋯ , 𝒆𝒊𝒇)′  is the residual vector of subject i 

after fitting model (2.12) and 1 is an 𝑓 × 1 vector of 1s.  

 𝑇𝑖2𝑛 =
𝑒𝑖

2

𝛴𝑠𝑒𝑠
2  and 𝑒𝑖 =

1′ 𝒆𝒊

𝑓
 (2.14) 

𝑇𝒊𝟏𝒏  can be used to detect an outlier observation in a 

certain formulation for a particular subject. 𝑇𝒊𝟐𝒏 can be used 

to detect whether the subject is an outlier. 

In addition, 𝑇𝒊𝟏𝒏 and 𝑇𝒊𝟐𝒏 are independent beta random 

variables, i.e.,  

𝑇𝒊𝟏𝒏 ∼ 𝑏𝑒𝑡𝑎  
 𝒇−𝟏 

𝟐
,
 𝒏−𝟏  𝒇−𝟏 

𝟐
   

 and  𝑇𝒊𝟐𝒏 ∼ 𝑏𝑒𝑡𝑎[
𝟏

𝟐
, (𝑛 − 1)/2] (2.15) 

It follows that 

𝐷𝑖 ∼ 𝑛(𝑓 − 1)𝑏𝑒𝑡𝑎[
 𝑓−1 

2
,  

 (𝑛 − 1)(𝑓 − 1)/2] + 𝑛 𝑏𝑒𝑡𝑎[
1

2
, (𝑛 − 1)/2] (2.16) 

Based on statistic 𝐷𝑖 , subject 𝑖 is declared as an outlier at 

the 𝛼  significance level if 𝐷𝑖 = 𝐷(𝒏) = 𝑚𝑎𝑥
1≤𝑖≤𝑛

𝐷𝑖  is greater 

than the 𝛼  th upper percentile of the distribution of the 

maximum of 𝐷𝒊 . Wang and Chow produced tables that 

provide the 10%, 5%, and 1% upper percentiles of the 

distribution of the maximum of 𝐷𝒊.  

A study by Ramsay and Elkum (2005) [14] compared the 

performance of Likelihood distance, estimates distance, 

Hotelling 𝑇𝟐 procedure, and the mean-shift model method. 

The study found that the estimate distance (ED) test was the 

most powerful method for detecting outliers. However, the 

study also found that the ED test was more likely to falsely 

identify subjects as outliers than the other methods. 

2.4. Principal Component Analysis (PCA) Test 

This method transforms the data into a new set of variables 

that are uncorrelated. In principal component analysis, we 

seek to maximize the variance of a linear combination of the 

variables. Enachescu and Enachescu (2009) [7] used 

principal components to introduce a test for outlier detection 

in bioequivalence studies with crossover design. They 

considered the weighted sum of square distance to zero of the 

projected data into principal factorial plane and mentioned 

that the observations with a square distance greater than 

threshold (m) may be considered as outliers where 

 𝑚 = 𝑓 + 2 2 ∑
𝑖=1

𝑓

𝜆𝑖
2 (2.17) 

𝜆𝒊 is the Eigen value representing the variance of the i-th 

principal component, and 𝑓 is number of formulations. Rasheed 

A. et al (2013) [16] compared the outliers identification   

test based on principal components with likelihood distance 

test and estimates distance test. They also observed the 

performance of these tests through a simulation study.  

3. Application 

In this section, a numerical example will be presented in 

subsection 3.1 and a simulation study will be conducted in 

subsection 3.2. 

3.1. Numerical Example  

The above four mentioned tests will be applied to a 

modified data set of Areas Under the Curve: AUC as given  

in Table (1). Rasheed, Junaid and Ahmad (2011) [15] 

employed this modified data set to verify their proposed 

PCA test. The original data set was taken from a 

bioequivalence study reported by (Purich, 1980) [13]. In the 

paper, twelve healthy volunteers were employed to examine 

the bioequivalence of two test tablet formulations in 

comparison to a reference solution. 

As shown in Table 2, the estimates distance test identified 

subject 3 as an outlier. The mean shift test was also able to 

identify subject 3 as an outlier. The PCA test identified 

subject 3 as an outlier as the value of the squared distance of 

subject 3 is 19.0678, which is greater than the threshold 

value m in equation (2.17) of 10.4302. Hotelling 𝑇𝟐 was not 

able to identify subject 3 as an outlier as subject 3 has the 

highest Hotelling 𝑇2 value of 27.0577, which is less than 
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the 5th percentile (upper quantile) of 𝑇(12)
2  of 30.63. This 

means that we cannot reject the null hypothesis 𝐻0(12) at the 

5% significance level, so we cannot conclude that subject 3 

is an outlier, and the sequential testing procedure stops. 

Table 1.  AUC data for each subject 

Subject R A B 

1 5.68 6.83 4.12 

2 3.6 5.78 5.01 

3 15.2 13.2 12.56 

4 7.42 7.31 7.87 

5 7.26 7.72 6.59 

6 9.04 8.91 9.68 

7 5.06 4.63 7.23 

8 4.82 8.75 7.59 

9 7.88 9.02 7.25 

10 7.84 7.79 5 

11 4.63 6.77 5.72 

12 3.87 7.62 6.74 

Table 2.  Results of ED test, mean shift test, Hotelling 𝑇2 𝑡𝑒𝑠𝑡  and 
PCA-squared distance test 

Subject ED 
Mean shift 

test 𝐷𝒊 
Hotelling 

𝑇2 

PCA-squared 

distance 

1 0.767 2.1492 3.8062 2.0180 

2 1.5492 1.8653 1.2481 2.8927 

3 45.0929 12.1977 27.0577 19.0678 

4 1.1296 0.7183 1.0721 0.2056 

5 0.9805 0.3175 0.3563 0.0750 

6 1.3764 1.6258 1.9113 1.9922 

7 0.7541 4.5830 18.4520 2.6620 

8 1.8648 3.6263 7.3520 0.6348 

9 0.7493 0.5673 0.6720 0.4083 

10 0.8029 3.6216 6.1253 0.9686 

11 0.7673 0.9866 0.5715 1.1423 

12 1.661 3.7412 4.1868 0.9330 

Table 3.  Summary of the results of outlier detection from all four methods 
for AUC data set 

Test Result 

ED test Subj. 3 is an outlier 

Hotelling 𝑇2 test No outlier 

Mean shift test Subj. 3 is an outlier 

PCA test Subj. 3 is an outlier 

3.2. Simulation Study 

In this subsection, a simulation study will be conducted to 

compare the power and Level 𝛼 of the four tests that we 

introduced in Section 2. We generate random samples under 

a 2 x 2 crossover design using the procedure described by 

Wang and Chow (2003) [18]. First, random samples 

𝑧𝑖0, 𝑎𝑛𝑑 𝑧𝑖𝑗  have been generated from a bivariate standard 

normal distribution. Then, we obtain random samples 𝑥𝑖𝑗  

and 𝑦𝑖𝑗  as follows:  

𝑥𝑖𝑗 =  0.5(𝑧𝑖0 + 𝑧𝑖𝑗 ), 

𝑦𝑖𝑗 = 𝑐𝑥𝑖𝑗 + 𝜇𝑗  

Note that 𝑧𝑖0, 𝑎𝑛𝑑 𝑧𝑖𝑗  are used to capture the 

between-subject and within-subject variability, respectively. 

We set the mean of both the reference drug and the test drug 

to 100. The constant c is set to three different values, 

 200,  800 and  1800 to ensure that the intra-subject 

coefficient of variation (CV%) is 10%, 20%, and 30%, 

respectively. 

The first observation is intentionally made to be an outlier 

by adding 𝑞𝑠 to the response of test formulation, where s is 

the standard deviation of the test formulation of a given 

sample and q is a constant that can be chosen to represent a 

mild, moderate, or extreme outlier. All simulations were 

carried out with 3000 simulation samples. Table 4 shows the 

percentage of detecting designated outlying subjects of the 

four procedures for sample size 16 and 20. 

Table 4.  Power of ED test, mean shift test, Hotelling 𝑇2  test and 
PCA-squared distance test 

CV n q ED 
Hotelling 

𝑇2 

Mean 

shift test 

𝐷𝒊 

PCA-squared 

distance 

10% 

16 

3 73.27% 18.83% 27.5% 49.47% 

5 99.23% 77.93% 85.53% 98.83% 

10 100% 100% 100% 100% 

20 

3 74.9% 20.43% 26.47% 54.27% 

5 99.4% 83.77% 86.13% 99.53% 

10 100% 100% 100% 100% 

20% 

16 

3 72.83% 18.07% 26.37% 47.87% 

5 99.37% 77.53% 85.23% 98.63% 

10 100% 100% 100% 100% 

20 

3 73.6% 19.77% 25.53% 54.33% 

5 99.6% 84.17% 85.4% 99.47% 

10 100% 100% 100% 100% 

30% 

16 

3 73.47% 17.57% 25.23% 46.87% 

5 99.33% 77.43% 85.53% 98.93% 

10 100% 100% 100% 100% 

20 

3 75.73% 19.6% 27.57% 57.77% 

5 99.77% 84.47% 86.3% 99.7% 

10 100% 100% 100% 100% 

Based on the results of our simulation study as shown in 

Table 4, we conclude that the estimates distance (ED) test is 

the most powerful method for detecting outliers among the 

four methods. PCA-squared distance test is the second 

powerful method followed by the mean shift test and finally 

the Hotelling 𝑇2 test. 

Figure 1 through Figure 6 portrayed the power of the four 

tests for sample size n = 16, 20 with coefficient of variation 

10%, 20%, and 30% and q=3,5,10. 
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Figure 1.  Power of ED test, Hotelling test, mean shift test and PCA test 

for n=16, CV=10% 

 

Figure 2.  Power of ED test, Hotelling test, Mean shift test and PCA test 

for n=16 and CV=20% 

 

Figure 3.  Power of ED test, Hotelling test, mean shift test and PCA test 

for n=16, CV=30% 

 

Figure 4.  Power of ED test, Hotelling test, mean shift test and PCA test 

for n=20, CV=10% 

 

Figure 5.  Power of ED test, Hotelling test, mean shift test and PCA test 

for n=20, CV=20% 

 

Figure 6.  Power of ED test, Hotelling test, mean shift test and PCA test 

for n=20, CV=30% 
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Level 𝛼  of ED, mean shift test, Hotelling 𝑇2  and 

PCA-squared distance test are presented in Table 5. 

Table 5.  Level 𝛼 of ED, mean shift test, Hotelling 𝑇2 and PCA-squared 
distance test 

CV n q ED 
Hotelling 

𝑇2 

Mean 

shift test 

𝐷𝒊 

PCA-squared 

distance 

10% 

16 

3 0.0647 0.0047 0.0023 0.0207 

5 0.0287 0.0043 0.001 0.014 

10 0.002 0.0027 0.0003 0.011 

20 

3 0.0723 0.0047 0.002 0.028 

5 0.0397 0.0037 0.0007 0.0197 

10 0.0023 0.0027 0 0.0133 

20% 

16 

3 0.0687 0.003 0.0017 0.0213 

5 0.032 0.0027 0.0003 0.0133 

10 0.002 0.003 0 0.0097 

20 

3 0.0743 0.0033 0.0023 0.0247 

5 0.0387 0.0023 0.0007 0.017 

10 0.003 0.0023 0 0.0123 

30% 

16 

3 0.0643 0.0047 0.0027 0.02 

5 0.032 0.0033 0.0007 0.014 

10 0.0023 0.0027 0 0.011 

20 

3 0.0687 0.0037 0.0017 0.023 

5 0.0327 0.0027 0.0003 0.016 

10 0.0023 0.0027 0 0.0113 

Based on Table 5, the ED test is the most likely to flag 

subjects wrongfully as outliers, followed by the PCA 

squared distance test. The Hotelling 𝑇2 test and the mean 

shift test are the least likely to flag subjects wrongfully as 

outliers. In fact, the mean shift test is much less likely to flag 

subjects incorrectly as outliers than the Hotelling 𝑇2 test for 

all sample sizes and all levels of variability used in the 

simulation study. 

4. Summary 

There is no single best way to detect outliers in crossover 

design in bioequivalence studies. The best method to use will 

depend on the size of the study, the distribution of the data, 

and how sensitive you want the test to be. In general, it is best 

to use multiple outlier detection methods and consider the 

results of all methods before deciding whether to exclude a 

subject from the study. 

The ED test and the PCA-squared distance test are two 

generally recommended methods that are both powerful  

and conservative. This means that they are likely to detect 

real outliers, but they are also unlikely to flag good data 

points as outliers. 
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