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Abstract  This study presents time series analysis on a method of modeling the church marriages in time series 

decomposition, when trend-cycle component is linear. Empirical example was drawn from monthly records of number of 

church marriages in Imo State, Nigeria over the period of January, 1997 to December, 2016. The ultimate objective of this 

study is therefore, to determine the appropriate model of the monthly number of church marriages over the period under 

investigation. The method adopted is Buys-Ballot procedure developed for choice of model and choice appropriate 

transformation, among other uses, based on row, column and overall means and variances of the Buys-Ballot table. Result 

from the test shows that, the appropriate model of original data is multiplicative. The test requires that the study series 

satisfies the assumptions of the time series model. 
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1. Introduction 

Three models commonly used in time series date are 

additive, multiplicative and mixed models. 

If short period of time are involved, the trend component 

is superimposed into the cyclical Chatfield [3] and       

the observed time series  , 1, 2, ...,tX t n  can be 

decomposed into the trend-cycle component  tM , seasonal 

component  tS  and the irregular component  te . 

Therefore, the decomposition models are 

Additive Model:  

t t t tX M S e             (1) 

Multiplicative Model:  

t t t tX M S e              (2) 

and Mixed Model  

t t t tX M S e   .           (3) 

As far as the descriptive method of decomposition is 

concerned, the first step will usually be to estimate and 

eliminate trend-cycle ( tM ) for each time period from the  
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actual data either by subtraction, for Equation (1) or division, 

for Equation (2). The de-trended series is obtained as 

ˆ
t tX M  for Equation (1) or ˆ/t tX M  for Equations (2) 

and (3). The seasonal effect is obtained by estimating the 

average of the de-trended series at each season. The 

de-trended, de-seasonalized series is obtained as 

ˆˆ
t t tX M S   for Equation (1) or  ˆˆ/t t tX M S  for 

Equations (2) and (3). This gives the residual or irregular 

component. Having fitted a time series model, one often 

wants to see if the residuals are purely random. For details  

of residual analysis, see Box, et al, [2] and Ljung and Box [7]. 

It is always assumed that the seasonal effect, when it exists, 

has period s, that is, it repeats after s time periods. 

,t s tS S for all t             (4) 

For Equation (1), it is assumed to make the further 

assumption that the sum of the seasonal components over a 

complete period is zero, ie, 

1

0
s

t j
j

S 


 .             (5) 

Similarly, for Equations (2) and (3), it is also assumed to 

make further assumption is that the sum of the seasonal 

components over a complete period is s. 

1

s

t j
j

S s


 .            (6) 

In all the steps outlined above, it is assumed that (i) the 

appropriate model for decomposition is known; (ii) the study 

http://creativecommons.org/licenses/by/4.0/


 American Journal of Mathematics and Statistics 2020, 10(1): 26-31 27 

 

 

series satisfied the assumptions of the models and (iii), all the 

components of time series may or may not exist in a study 

series. However, one of the greatest challenges identified in 

the use of descriptive method of time series analysis is choice 

of appropriate model for decomposition of any study data. 

That is when to use any of the three models for analysis is 

uncertain. And it is important to note that; wrong use of 

model will definitely lead to erroneous estimates of the 

components. 

To choose between additive and multiplicative models. 

Chatfield [3] observed that, if the seasonal variation is 

independent of the absolute level of the time series, but it 

takes approximately the same magnitude each year then the 

appropriate model is additive and for the multiplicative 

model, the seasonal changes increase with the overall trend. 

Linde [6] stated the difference between additive and 

multiplicative models. In his opinion, if the seasonal 

variation is independent of the absolute level of the time 

series, but it takes appropriately the same magnitude each 

year then the appropriate model is additive. For 

multiplicative model, the seasonal variation takes the same 

relative magnitude each year. Iwueze, et al, [5] gave five 

uses of the Buys-Ballot table in time series analysis 

including 1) choice of appropriate model for time series 

decomposition. 2) choice of appropriate transformation     
3) estimation of trend parameters and seasonal indices.  
They proposed the use of the relationship between the 

seasonal means  . , 1, 2, ...,jX j s  and the seasonal 

standard deviations  .ˆ , 1, 2, ...,j j s   to choose the 

appropriate model for decomposition. An additive model is 

appropriate when the seasonal standard deviations show no 

appreciable increase or decrease relative to any increase or 

decrease in the seasonal means. On the other hand, a 

multiplicative model is usually appropriate when the 

seasonal standard deviations show appreciable 

increase/decrease relative to any increase /decrease in the 

seasonal means. Oladugba, et al, [9] gave brief description of 

additive and multiplicative seasonality. According to them, 

the seasonal fluctuation exhibits constant amplitude with 

respect to the trend in additive case while amplitude of    

the seasonal fluctuation is a function of the trend in 

multiplicative seasonality. 

1.1. Choice of Appropriate Transformation 

Transformation is a mathematical operation that changes 

the measurement scale of a variable. Many scholars have 

stated different reasons for transformation, which include 

stabilizing variance, normalizing, reducing the effect of 

outlines, making measurement scale more meaningful and 

linearizing a relationship. Many of these time series analyst 

assume normality and it is well known that variance 

stabilization implies normality of the series. According to 

Chatfield [3], if there is a trend in the series and the variance 

appears to increase with mean, then it may be necessary    

to transform the data particularly, if the standard deviation  

is directly proportional to the mean, a logarithmic 

transformation is indicated.  

The emphasis of this study is to explore the appropriate 

transformation that will be suitable for the analysis of church 

marriages Owerri, Imo State, Nigeria, between 1997 -2016 

and to ensure that, the met some appropriate inference 

procedure. In the analysis of this time series data under the 

descriptive approach. The ultimate objective of this study is 

there, to determine the appropriate the model of the monthly 

number of church marriages over the period under 

investigation. 

1.2. Review of Buys-Ballot Procedure 

Table 1.  Buys - Ballot Table for Seasonal time series 

Rows/ 

Period (i) 

Columns (season) j 

1 2                       

1                              

2                                     

3                                        

                    

                                                      

                    

                                                      

                              

                                    

                                   

 

Iwueze, et al, [5] highlighted seasonal variation (Table 1) 

of the Buys - Ballot table. Each row is one period (usually a 

year) and each column is a season of the period/year (4 

quarter, 12 months etc). A cell,       of the table contains 

the mean value for all observations made during the period   

at the season  . To analyse the data, it is important to include 

the period and seasonal totals       and      , period and 

seasonal averages        and       , period and seasonal 

standard deviations        and        as part of the Buys – 

Ballot table. Also, included for purposes of analysis are the 
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grand total      , grand mean        and pooled standard 

deviation       . Chatfield [2] proposed that, the Buys - Ballot 

table is used for inspecting time series data for the presence 

of trend and seasonal effect Iwueze and Nwogu [4] 

suggested a new estimation method based on row, column 

and overall averages of the Buys - Ballot table. According to 

them, the method called Buys – Ballot estimation procedure 

uses the periodic mean                  and the overall 

mean        to estimate the trend component. Seasonal means 

                 and the overall mean        are used to 

estimate the seasonal indices. 

In this arrangement each time period t is represented in 

terms of the period i (e.g. year) and season j (e.g. month of 

the year), as  1t i s j   . Thus, the period (row), season 

(column) and overall totals, means and variances are defined 

as 

 . 1 ,
1

s

i i s j
j

T X  


 ,      
   

 
   

2

2
. .

1

1
ˆ

1

s

i ij i
j

X X
s




 



 

 . 1 ,
1

m

j i s j
i

T X  


       
   

 
   

2

2
. .

1

1
ˆ

1

m

j ij j
i

X X
m




 

  

.. ( 1)
1 1

m s

i j
i j

T X  
 

 ,      
   

 
       

2. Proposed Chi-square Test 

Nwogu, et al, [8] proposed a test for choice between 

mixed and multiplicative models that can be based on the 

seasonal variances of the Buys-Ballot table. Test is able to 

distinguish the series that admits mixed model from the 

series that admits multiplicative model. It is clear that, the 

mixed model is a constant multiple of square of the seasonal 

effect only. According to them, the null hypothesis to be 

tested is 

H0: 
2 2

0j j 

 and the appropriate model is mixed, against the alternative

 H1: 
2 2

0j j 

 and the appropriate model is not mixed, where

  2 1,2,...,j j s   is the actual variance of the jth 

column. 

2
2 2 2

10

( )

12
jj

b n n s
S 


        (7) 

and 
2
1  is the error variance, assumed equal to 1. 

Under the null hypothesis, the statistic 

  2
2

2
0

1 j
c

j

m 





            (8) 

follows the chi-square distribution with 1m  degrees of 

freedom, m is the number of observations in each column 

and s  is the number of columns. They stated that, the 

interval 
 

22

, 1 1 ,( 1)
2 2

,
m m

 
 

  

 
 
 
 

contains the statistic (8) 

with 100 (1-  )% degree of confidence. 

The decision rule is to reject null hypothesis if calculated 

value of statistic lie outside the interval, otherwise do not 

reject H0. 

2.1. Test for Constant Variance 

Bartlett’s test allows the comparison of variance of two or 

more samples to determine whether they are drawn from 

populations with equal variance. It is appropriate for 

normally distributed data. To test the null hypothesis that the 

variances are equal, that is 

2 2
0 : i jH    

against the alternative 

2 2
1 : i jH    for i j  

and at least one variance is different from others 

Bartlett [1] has shown that, the statistic 

   

   

2 2

1

ln 1 ln

1 1 1
1

3 1 1

p i i

k

ii

N k S N S
T

k N N k


  


 
  

    




       (9) 

follows Chi-square distribution with (k – 1) degrees of 

freedom. 

Using the parameters of the Buys-Ballot table, ,N ms

,k s iN m , the statistic in (9) is then given as 

   

 

2 2

1

ˆ ˆln 1 ln

1 1 1
1

3 1 1

p j
c

s

j

ms s m
T

s m ms s

 



  


 
  

    





 

 

 

 

2 2ˆ ˆ1 ln ln

1
1

3 1

p jm s

s

s m

   
 








          (10) 

where ms  is the total number of observations, m  is the 

number of observations in each column and s  is length of 

the periodic interval. 

3. Real Life Example 

Real life example is based on monthly data on number of 

church marriages collected from Holy Cross Parish Owerri, 

Imo State, Nigeria, for the period 1997 to 2016 shown in 

Appendix A while the time plot is in Figure 3.1. The first 

step is to check whether the data admits the additive model. 

The modified Bartlett’s test statistic, given in (10) is used. 

The null hypothesis that the data admits additive model is 

rejected, if Tc is greater than the tabulated value, which for 
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0.05   level of significance and 1 19m   degrees of 

freedom equal to 19.7 or do not reject H0 otherwise. 

From Appendix A and Table 2  
2 2ˆ ˆ20, 12, 137.002, ln 4.92000p pm s       and 

2

1

ˆln 50.0931
s

j
j




  

Hence, 

  

 

19 12 4.92000 50.093
166.8224

13
1

36 19

cT
 

 



 

When compared with the critical value (19.7), Tc is greater, 

indicating that the data does not admit the additive model. 

Having confirmed that the data does not admit additive 

model, the choice now lies between mixed and multiplicative 

models. According to the proposed chi-square test by Nwogu, 

et al, [8], the null hypothesis that the data admits the mixed 

model is rejected, if the statistic defined in (8) lies outside the 

interval 
 

2 2

, 1 1 ,( 1)
2 2

,
m m

 
 

  

 
 
 
 

 which for 0.05   

level of significance and 1 19m   degrees of freedom, 

equals (8.907, 32.85) or do not reject H0 otherwise. 

 

Figure 3.1.  Time plot for the actual series of number of church marriages between (1997-2016) 

Table 2.  Column Variance (
2ˆ j ) of number of church marriages in a Buys-Ballot table 

S/n 1 2 3 4 5 6 7 8 9 10 11 12 

2ˆ j  1.01 42.88 158.04 261.20 156.36 39.40 10.72 34.78 95.16 107.99 337.73 398.75 

2ˆln j  0.01 3.76 5.06 5.57 5.05 3.67 2.37 3.55 4.56 4.68 5.82 5.99 

Table 3.  Seasonal effects ( jS ), estimate of the column variance (
2ˆ j ) and Calculated Chi-square  2

cal  

j 1 2 3 4 5 6 7 8 9 10 11 12 

jS  0.23 0.86 1.77 1.74 1.42 0.74 0.47 0.57 0.72 1.00 1.36 1.09 

2ˆ j  1.01 42.88 158.0 261.20 156.36 39.40 10.72 34.78 95.16 107.99 337.73 398.73 

2
cal  5.02 19.597 17.14 29.21 26.15 24.06 15.33 34.82 60.67 36.65 61.61 112.71 

Table 4.  The column variance (
2ˆ j ) of the transformed data in a Buys-Ballot table 

S/n 1 2 3 4 5 6 7 8 9 10 11 12 

2ˆ j  0.11 0.39 0.18 0.24 0.21 0.14 0.07 0.24 0.24 0.12 0.16 0.23 

2ˆln j  -2.24 -0.96 -1.73 -1.42 -1.54 -1.94 -2.51 -1.44 -1.41 -2.13 -1.83 -1.48 

Yt 

Time 
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From Appendix A and Table 3, 
2
1 1,  1.25932,b 

240,n  12,s  20m   

Hence, from (7),  

2 2 2
0

240 12
(1.25932) 240 1

12
j jS

 
   

 
 

and the calculated values, 
2
cal  given in Table 3 were 

obtained. When compared with the critical values (8.907 and 

32.85), some of the calculated values lie outside the interval, 

indicating that the data does not admit mixed model. 

However, the result of the data evaluation shows that the data 

requires logarithm transformation to meet the constant 

variance and normality assumptions in the distribution. 

When the column variances of the logarithm transformed 

series given in Table 4 are subjected to test for constant 

variance, the calculated Bartlett’s test statistic (19.55) is less 

than the tabulated (19.7) at 0.05   level of significance 

and 1 19m   degrees of freedom. This indicates that the 

variance is constant and the transformed series admits 

additive model. This confirms the need to evaluate data for 

possible transformation before applying the proposed test. 

From Appendix B and Table 4 

2 2ˆ ˆ20, 12, 0.19425, ln 1.6386p pm s        and 

2

1

ˆln 20.71
s

j
j




   

Hence, 

     

 

19 12 1.6386 20.7116
19.5482

13
1

36 19

cT
   

 



 

4. Concluding Remarks 

This paper has discussed the Buys-Ballot modeling of 

church marriages in Imo State, Nigeria. The method adopted 

is Buys-Ballot procedure developed for choice of appropriate 

and choice of model among other uses, based on row, 

column and overall totals, averages and variances of the 

Buys-Ballot table. Result from calculated value of test 

statistic show that, the variance is constant and the 

transformed series admits additive model. This further 

confirms that the appropriate model of original data is 

multiplicative. There is indication that choice of model may 

be affected by violation of underlying assumptions, therefore, 

it is recommended that a study series should be evaluated for 

the assumptions of time series model before applying test for 

choice of model.  

Appendix A 

Buys-Ballot table for the data on number of church marriages at Holy Cross Parish Owerri, Imo State (1997-2016) 

Year Jan Feb March April May June July Aug Sep Oct Nov Dec .iX  
2
.i  

1997 3 11 18 16 11 13 12 11 17 38 27 33 17.5 10.18 

1998 2 12 12 31 18 11 7 17 10 17 35 34 17.17 10.74 

1999 2 5 24 14 18 15 10 10 8 28 22 16 14.33 7.82 

2000 2 2 23 17 13 12 9 16 11 24 23 25 14.75 8.07 

2001 2 7 29 17 20 8 12 5 13 23 36 25 16.42 10.45 

2002 3 8 15 20 23 8 10 4 17 26 32 19 15.42 9.07 

2003 2 6 17 25 34 11 10 9 16 29 32 25 18 10.74 

2004 2 8 27 38 22 17 16 12 13 19 55 22 20.92 14.15 

2005 3 8 28 14 33 20 9 19 18 33 38 23 20.5 10.98 

2006 3 13 19 26 29 16 11 14 22 28 45 45 22.58 12.89 

2007 2 6 18 31 13 12 7 14 8 17 27 24 24.9 35.2 

2008 5 11 33 34 27 15 20 24 28 32 32 45 25.5 11.18 

2009 4 15 30 23 33 21 11 24 33 17 56 37 25.33 13.75 

2010 2 16 39 59 37 29 11 20 19 43 60 31 30.5 18.09 

2011 2 13 45 34 56 25 12 18 27 32 74 31 30.75 20.06 

2012 4 23 38 41 45 26 16 12 21 39 48 79 32.67 20.16 

2013 2 23 28 60 37 16 14 19 30 39 48 79 32.92 21.45 

2014 3 15 34 65 33 21 14 15 41 56 60 63 35 21.85 

2015 3 24 49 31 41 27 15 22 33 43 72 74 36.17 21.25 

2016 5 22 62 56 49 14 9 23 35 39 87 44 37.08 24.21 

. jX  2.80 12.40 29.40 32.60 29.60 16.85 11.75 15.40 21.00 31.10 45.45 38.70  * 

2
. j  1.01 42.88 158.04 261.20 156.36 39.40 10.72 34.78 95.16 107.99 337.73 398.75   

Source: Holy Cross Parish Owerri, Imo State (1997-2016) 
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Appendix B 

Buys-Ballot table for the transformed data on number of church marriages at Holy Cross Parish Owerri, Imo State (1997-2016) 

Year Jan Feb Mar April May Jun July Aug Sept Oct Nov Dec .iX  
2
.i  

1997 1.099 2.398 2.89 2.773 2.398 2.565 2.485 2.398 2.833 3.638 3.296 3.497 2.689 0.439 

1998 0.693 2.485 2.485 3.434 2.89 2.398 1.946 2.833 2.303 2.833 3.555 3.526 2.615 0.625 

1999 0.693 1.609 3.178 2.639 2.89 2.708 2.303 2.303 2.079 3.332 3.091 2.773 2.466 0.554 

2000 0.693 0.693 3.136 2.833 2.565 2.485 2.197 2.773 2.398 3.178 3.136 3.219 2.442 0.779 

2001 0.693 1.946 3.367 2.833 2.996 2.079 2.485 1.609 2.565 3.136 3.583 3.219 2.543 0.703 

2002 1.099 2.079 2.708 2.996 3.136 2.079 2.303 1.386 2.833 3.258 3.466 2.944 2.524 0.554 

2003 0.693 1.792 2.833 3.219 3.526 2.398 2.303 2.197 2.773 3.367 3.466 3.219 2.649 0.691 

2004 0.693 2.079 3.296 3.638 3.091 2.833 2.773 2.485 2.565 2.944 4.007 3.091 2.791 0.701 

2005 1.099 2.079 3.332 2.639 3.497 2.996 2.197 2.944 2.89 3.497 3.638 3.136 2.829 0.539 

2006 1.099 2.565 2.944 3.258 3.367 2.773 2.398 2.639 3.091 3.332 3.807 3.807 2.923 0.537 

2007 0.693 1.792 2.89 3.434 2.565 2.485 1.946 2.639 2.079 2.833 3.296 3.178 2.486 0.591 

2008 1.609 2.398 3.497 3.526 3.296 2.708 2.996 3.178 3.332 3.466 3.466 3.807 3.107 0.371 

2009 1.386 2.708 3.401 3.136 3.497 3.045 2.398 3.178 3.497 2.833 4.025 3.611 3.059 0.470 

2010 0.693 2.773 3.664 4.077 3.611 3.367 2.398 2.996 2.944 3.761 4.094 3.434 3.151 0.867 

2011 0.693 2.565 3.807 3.526 4.025 3.219 2.485 2.89 3.296 3.466 4.304 3.434 3.143 0.888 

2012 1.386 3.136 3.638 3.714 3.807 3.258 2.773 2.485 3.045 3.664 3.871 4.369 3.262 0.620 

2013 0.693 3.136 3.332 4.094 3.611 2.773 2.639 2.944 3.401 3.664 3.871 4.369 3.211 0.901 

2014 1.099 2.708 3.526 4.174 3.497 3.045 2.639 2.708 3.714 4.025 4.094 4.143 3.281 0.813 

2015 1.099 3.178 3.892 3.434 3.714 3.296 2.708 3.091 3.497 3.761 4.277 4.304 3.354 0.725 

2016 1.609 3.091 4.127 4.025 3.892 2.639 2.197 3.136 3.555 3.664 4.466 3.784 3.349 0.719 

. jX  0.9757 2.3600 3.2972 3.3700 3.2930 2.7574 2.4283 2.6410 2.9340 3.3826 3.7404 3.5430   

2
. j  0.1068 0.3850 0.1779 0.2410 0.2140 0.1440 0.0743 0.2380 0.2440 0.1184 0.1606 0.2270   

Source: Holy Cross Parish Owerri, Imo State (1997-2016) 
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