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Abstract  Incidents of Tuberculosis TB in Sudan have been growing in numbers over the last five decades (1967-2014). 
The study was done using data compiled regularly by National Tuberculosis Programme (NTP) - which continued to be 
the only TB treatment center in Sudan for over the last half century- TB trend was studied using Box-Jenkins methodology in 
time series analysis which is the optimal method applied to the pattern. This method consists of four steps namely 
identification, estimation, diagnostic checking, and forecasting by ARIMA models. Future forecasts that the number of 
incidents is likely to continue decreasing; due to significant NTB authorities’ interventions.  
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1. Introduction 
Tuberculosis is  an infectious disease and it`s the major 

cause of morbidity and mortality worldwide, especially in 
developing countries [1]. Sudan is one of the countries with 
high TB prevalence. The country has a high burden of 
tuberculosis TB with an estimated 50,000 incident cases 
during 2009 [2]. In Sudan 6587 cases had been reported 
during 2012 [3]. 

In TB control; Stigma is a major obstacle. Stigmatization 
of patients renders them to deny the disease and discourage 
health- seeking services; a behaviour that leads to serious 
symptoms, non-compliance to treatment and increase the 
spread of disease [4]. Also this stigma leads to isolation from 
families, friends, loss of employment, exclusion from the 
community activities [5], [6]. Studies from different 
countries; showed that population groups practiced negative 
attitudes towards TB patients and their families [7], [8], [9].  

TB is a large public health problem in Sudan and 
constitutes a significant burden in primary health care. It is 
one of the most frequent causes of hospital admissions and 
hospital related deaths in Sudan. Sudan carries 15% of the 
TB burden in the Eastern Mediterranean Region (EMR). 
Sudan is ranked as number three among the highest TB 
burdened countries in the East Mediterranean Region, and as 
number two following pakistan in terms of the number of TB 
patients. In 2010, the estimated incidence of TB cases was 
119 per 100 thousand population, to almost 50,000 TB cases. 
Prevalence of all forms of TB is 209 per 100,000 population  
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or 88,000 cases [10]. The annual risk of TB infection was 
1.8 % in 1986 with an estimated number of 90 new smear 
positive per 100,000 population annually (1986 Sudan 
national tuberculin survey) [10]. In 1993, the ministry of 
health in collaboration with the IUATLD and WHO 
launched formulation of a national wide TB control program 
(NTP) based on adoption of the DOTS strategy. Since then 
the program started to expand its infrastructure and 
established the microscopic network. The NTP reaches its 
full expansion in 2002 with 300 TB Basic Management 
Units and 903 DOTS centres [11].  

The NTP continued to pursue TB services of good quality 
that cover completely the northern states of the country. The 
program sustained valuable microscopic network fully 
integrated in the Primary health care (PHC) units. However 
only 35% of the laboratories were subjected to external 
quality assurance (EQA) in 2006 and maintain adequate 
supply of good anti TB drugs with standard recording and 
reporting systems. This was reflected in the good patients’ 
treatment outcome that the program showed since its 
establishment. However; an average default rate around 
7%has been reported for several years, and not all cases 
registered for treatment are evaluated. On the other hand, 
although the program continued to expand its services, it was 
unable to detect 70% of the estimated TB cases nor to 
achieve the global target [11]. This is mainly attributed to 
several gaps and challenges facing the programme as Global 
TB report data for (2008-2006 notifications). This Study 
aims at using time series analysis to model quarterly TB 
cases in Sudan and so to forecast the cases in coming year. 

This Study aims at using time series analysis to model 
quarterly cases of TB cases in Sudan National Tuberculosis 
program centres to achieve the following objectives: i. 
Testing the stationarity of the series, ii. Identification of the 
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model that best fit the data, iii. Diagnostic procedure for the 
model and iv. Estimation of the model. 

2. Time Series Models 
1. AUTOREGRESSIVE PROCESSES  

Assume that a current value of the series is linearly 
dependent upon its previous value, with some error. Where et 
is a white noise time series. [That is, the et are a sequence of 
uncorrelated random variables (possibly normally 
distributed, but not necessarily normal) with mean 0 and 
variance σ2]. This model is called an autoregressive (AR) 
model, since X is regressed on itself. An autoregressive 
model (AR) of order p, an AR (p) can be expressed as: [12]. 

xt =c + ϕ1 xt-1 + ϕ2 xt-2 +. . . + ϕp xt-p + et 
(1-ϕL– ϕ2L2 -... -ϕpLP) xt = εt 
Φ (L) Xt = εt 

2. MOVING AVERAGE PROCESSES (MA)  
This is a process that the current value of the series is a 

weighted sum of past white noise  terms, a model like this is 
called a moving average (MA) model, since X is expressed 
as a  weighted average of past values of the white noise 
series. Let et (t = 1,2,3,...) be a white noise process, a 
sequence of independently and identically distributed (I, I, d) 
random variables with E(et) = 0 and Var(et) = σ2 ε. The qth 
order of MA model is given as: [12]. 

xt = m + et + ϴ1et-1 + ϴ2et-2 +. . . + ϴqet-q 87 (1 + Ө1L + 
Ө2L2 + ……+ ӨqLq)εt = Xt (Lag form)  

Φ (L) εt = Xt  
3. ARMA PROCESS (p, q) 

i. Let et be the white noise and Xt the (mixed) 
Autoregressive Moving Average process of order (p, q) 
denoted by ARMA (p, q), where n is the number or 
observation, S is the sample skewness and K is the sample 
kurtosis. The data comes from a normal distribution if the JB 
statistic has a chi-square distribution with two degree of 
freedom. The null hypothesis is that the skewness is zero 
kurtosis is 3.  

ii. Augmented Dickey Fuller (ADF) test: The ADF is a test 
for unit root in time series samples. It is an augmented 
version of Dickey Fuller test for a larger and more 
complicated set of time series models. The ADF test was 
developed by statisticians D.A Dickey and W. A Fuller 
(1979).  

yt = α + βt+ ϕyt-1 
Where t = p+1, p+2 . . . T  
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Where α is a constant, β is the coefficient on a time trend 
and p is the lag order of the autoregressive process. The null 
hypothesis is that there is a unit root processes ( 0φ = ) 
against the alternate hypothesis ( 0φ < ).  
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𝑆𝑆𝑆𝑆�𝜙𝜙�� is the standard error for estimated ϕ. 
The null hypothesis of unit root is accepted if the test 

statistic is greater than the critical values. 
iii. Kwiatkowski, Philips Schmidt and Shin (KPSS) test:  
The KPSS test for stationarity Kwiatkowski et al. (1992) 

tests for stationarity i.e unit root the hypotheses are thus 
exchanged from those of the ADF test. KPSS type test are 
intended to complement unit root tests such as Dickey Fuller 
tests. By testing both the unit root hypothesis and the 
stationarity hypothesis, one can distinguish between series 
that appear to have unit root or stationarity. The regression 
model with a time trend has the form; 

yt = xt + zt  where xt is the random walk xt = xt-1 + vt, vt is 
independently identically distributed i.e. vt ~ iid(0,σv) and zt 
is the stationary process. 

KPSS = 2
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The estimate of the long run variance is then give as;  
iv. Portmanteau test: The portmanteaus test is used to 

determine whether or not there is serial correlation in a time 
series by testing the autocorrelation in the residuals of the 
model, it tests whether any of a group of autocorrelations of 
the residual time series are different from zero. The test 
statistics is; Q=T  

(𝑇𝑇 + 𝑆𝑆) �
𝜌𝜌(𝐾𝐾)2

𝑇𝑇 − 𝐾𝐾

𝐿𝐿

𝐾𝐾=1

 

Where T is the Sample size, L is the number of 
autocorrelation lags and ρ (k) is the sample auto correlation 
at lag k. Under the null hypothesis, the asymptotic 
distribution of Q is chi-square with L degree of freedom. The 
null hypothesis is that the series of residuals exhibits no 
autocorrelation for a fixed numbers of lags L against the 
alternative hypothesis that some autocorrelation coefficient 
ρ (k), (k = 1, 2, . . . L) is nonzero. [12] 

The Box-Jenkins approach to model building  

𝛿𝛿∞ 
2 = 𝐿𝐿𝐿𝐿𝐿𝐿𝑇𝑇→∞
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This section outlines the procedures that Box and Jenkins 
recommend for constructing a univariate ARIMA model 
from a given time series. The Box-Jenkins approach to 
model building follows steps below. The model may then be 
used to forecast future values. 

i. Identification stage 
ii. Estimation stage  
iii. Diagnostic checking stage 

i. Identification stage   
Identification is the stage at which a tentative model for 

the series is selected from the large family of candidate 
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ARIMA (p, d, q) models. Clearly there are many possible 
combinations of the orders p, d, and q. Thus, the 
identification stage consists of specifying the AR, I, and MA 
orders (p, d, q). 
ii. Estimation process  

Considering an ARIMA (p, d, q) process. A parametric 
model for the white noise is assumed, this parametric model 
will be that of Gaussian white noise, then the maximum 
likelihood is used. We rely on the prediction error 
decomposition. That is, X1… Xn have joint density function;  

f (x1, . . . , xn) =f(x1) 
Π𝑡𝑡=2
𝑛𝑛 𝑓𝑓(𝑥𝑥𝑡𝑡|𝑥𝑥1 … … . 𝑥𝑥𝑡𝑡−1) 

Π𝑡𝑡=2
𝑛𝑛 𝑓𝑓(𝑥𝑥𝑡𝑡|𝑓𝑓(𝑥𝑥1 … … . 𝑥𝑥𝑡𝑡−1) 

Suppose the conditional distribution of xt given x1,   . . . , 
 xt−1 is normal with mean x̂t  and variance Pt−1, and suppose 
that x1~N(1, P0) 

Then for the log likelihood; 
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Here x̂t  and Pt−1 are functions of the parameters 

. 
Maximum likelihood estimators can be found 

(numerically) by subtracting −2 log L with respect to these 
parameters.  
iii. Diagnostic checking stage  

Once an appropriate model had been entertained and its 
parameters estimated, the Box Jenkins methodology required 
examining the residuals of the actual values minus those 
estimated through the model. If such residuals are random, it 
is assumed that the model is appropriate. If not, another 
model is entertained, its parameters estimated, and its 
residuals checked for randomness [12]. 

3. Analysis of Data and Interpretation 
1. Time plot of TB cases data: 

The data plotted above was acquired from National 
Tuberculosis Program NTP from 1995 – 2013 by quarter TB 
cases in Sudan. The Plot shows a reduction in the cases there 
is decreased in TB cases. It also shows a case decline form 
2771 case in first quarter in 2007 to 1372 in fourth quarter in 
2013. Its annual rate of growth over the period covered is 
(-0.01389) where that means the TB is decreasing in Sudan 
in last year’s. And also it can also be seen from the time plot 
that the data is not stationary and contains trend variation i.e. 
the mean and variance are not constant and in order to apply 
certain techniques. 

Table (1).  Incidents of Tuberculosis in Sudan (1995- 2013) 

Year TB cases TB rate /1000 pop. 

1995 8761 0.3135 

1996 8978 0.3139 

1997 10835 0.3711 

1998 10820 0.3631 

1999 14075 0.4630 

2000 12440 0.4000 

2001 11136 0.3491 

2002 10338 0.3161 

2003 11003 0.3275 

2004 11243 0.3261 

2005 11143 0.3157 

2006 10582 0.2922 

2007 10445 0.2811 

2008 9074 0.2380 

2009 8572 0.2191 

2010 7729 0.1926 

2011 7266 0.2225 

2012 6587 0.1879 

2013 6089 0.1684 

 

From the above graphs, show that the time series is likely 
to have random walk pattern, which random walk up and 
down in the line graph. Also, in correlogram, the ACFs are 
suffered from linear decline and there is only one significant 
spike for PACFs. Then, take the first-difference of TB cases 
to see whether the time series becomes stationary before 
further finding AR (p) and MA (q). 
Augmented Dickey-fuller (ADF) test for TB cases: 

H0: ϕ = 0 (the series yt has a unit root and is 
non-stationary) versus H1: ϕ < 0 Sample Range: [1994 Q1, 
2013 Q4], Total = 72 Asymptotic critical values: 1% 5% 
10%   -3.524 -2.902 – 2.589 Value of test statistic: -7.418, 
thus series is said to exhibits unit root since the value of the 
test statistic is -7.418 is less than the all the critical values.  
Correlogram of TB cases: 

From the graph of autocorrelation function, it is seen that 
the series is not stationary in mean and variance because it 
follows a damped cycle and the PACF suddenly cut off after 
p lags. The PACF also decline steadily, or follow a damped 
cycle. Therefore, the series needs to undergo transformation 
to attain stationarity. 
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Figure (1).  Plotting of TB positive cases quarterly (1995- 2013) 
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Figure (2).  Correlogram graph of incidents of TB cases in Sudan (1995-2013) 
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Figure (3).  Autocorrelation function of TB   
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Time plot of transformed data of TB Cases: 
Figure 3 and figure 4 below shows that all ACF and PACF 

for residuals lies within the intervals, indicating that the 
model is valid for prediction .The series attains stationarity 
after taking the first difference i.e the series has a constant 
mean and finite variance. 

 
Autocorrelation Function: For the series with first 

difference -   C2  
 

Lag ACF   T  LBQ 
1  -0.240871  -2.07  4.47 
2  -0.215930  -1.76  8.11 
3  -0.067837  -0.53  8.48 
4  0.302597  2.36  15.83 
5  0.021334  0.16  15.87 
6  -0.202875  -1.47  19.27 
7  -0.166424  -1.17  21.60 
8  0.264409  1.83  27.56 
9  0.192103  1.27  30.75 
10  -0.23483  -1.53  35.60 
11  0.014671  0.09  35.61 
12  -0.023010  -0.14  35.66 
13  0.207890  1.31  39.65 
14  -0.234944  -1.45  44.82 
15  -0.081570  -0.49  45.46 
16  0.158204  0.94  47.88 
17  0.092443  0.55  48.73 
18  -0.208296  -1.22  53.08 
19  0.051435  0.30  53.35 

 
 

Partial Autocorrelation Function: For the series with 
first difference -   C2 

 
Lag PACF  T 
1  -0.181703  -1.57 
2  -0.245023  -2.12 
3  -0.125465  -1.09 
4  0.140391  1.22 
5  -0.023851  -0.21 
6  -0.130326  -1.13 
7  -0.292770  -2.54 
8  0.103010  0.89 
9  0.131491  1.14 
10  -0.001094  -0.01 
11  0.051259  0.44 
12  -0.202127  -1.75 

 
Looking to the ACF and PACF for C2 and using Bartlett 

test (
n

ncorrelatio
1 ) to determine the P and q values of AR (P) 

and MA (q) respectively. The calculated value of the test for 
the nearest correlation in ACF to zero- which is the third 
value- is "0.12" which is less  than the tabulated normal 
value with 0.05 level of significant "1.96" indicating that the 
series is stationary at the third lag and hence P = 3. and 
calculated value of the test for the nearest correlation in 
PACF to zero -which is the fifth value - is "0.12" which is 
less than the tabulated normal value with 0.05 level of 
significant "1.96" indicating that the series is stationary at the 
fifth lag and hence q = 5. After checking the significant of all 
possible models, the best model is MA (5): 

Zt = at + θ1a t-1 - ... - θ5a t-5 
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Figure (4).  ACF of residuals for the series with first difference 
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Table (2).  Forecasting TB cases 2014 – 2023 
Year Quarter Forecast Year Quarter Forecast 

2014 
 
 
 

1st 1453 
2019 

 
 
 

1st 1324 

2nd 1614 2nd 1308 

3rd 1454 3rd 1293 

4th 1589 4th 1277 

2015 
 
 
 

1st 1572 
2020 

 
 
 

1st 1261 

2nd 1557 2nd 1246 

3rd 1541 3rd 1230 

4th 1526 4th 1215 

2016 
 
 
 

1st 1510 
2021 

 
 
 

1st 1199 

2nd 1495 2nd 1184 

3rd 1479 3rd 1168 

4th 1463 4th 1153 

2017 
 
 
 

1st 1448 
2022 

 
 
 

1st 1137 

2nd 1432 2nd 1122 

3rd 1417 3rd 1106 

4th 1401 4th 1091 

2018 
 
 
 

1st 1386 
2023 

 
 
 

1st 1075 

2nd 1370 2nd 1060 

3rd 1355 3rd 1044 

4th 1339 4th 1028 

  

Model diagnostics: 

Having seen graphically that the series is stationary in 
mean and variance from the graph plotted in fig (3), fig (4) 
and augmented dickey-fuller (ADF) a model has been. 
Therefore the conclusion is that the ARIMA (0, 1, 1) model 
is the best-fit ARIMA model for the original time series 
being analyzed. Using the developed model to forecasting 
the future cases of TB 2014 – 2023. 

Forecasting of TB incidents:  

Forecasts of future for cancer cases in Sudan are of 
particular interest to the in this project work. We may now 
use the final form of the best-fit ARIMA model for the time 
series to estimate future cases. The forecasted case for the 
next three years is displayed Table (2). 

4. Conclusions 
This study examined the prevalence cases of TB in Sudan 

from 1995 to 2013 using time series methodology. The time 
plot of the time series of TB cases in Sudan showed that the 
series has a fairly downward trend pattern which makes the 
series to be non-stationary and transformed to attain 
stationarity. Statistical test like ADF and KPSS tests were 
carried out to confirm the stationarity of the series. After the 

estimation of the model, it was seen that the ARIMA (0, 1, 1) 
is appropriate for the model and best fit the model. The 
forecast suggests an urgent need to curb the menace of the 
TB minimum, all things being equal. 
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