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Abstract Inthis paper, the probability distribution (Generalized Ray leigh) with two parameters (6, 62), in case of outlier,
is developed, where the probability density function (p.d. f) is defined, and its moment generating function is derived, to
help us in finding the moments, also its cumulative distribution function is found to be used, in obtaining the least squares
estimator of the parameters 6® and 8. The parameters are estimated also by method of moments and method of least square,
and also mixture of the estimators are derived, and explained, the estimators of maximum likelihood for 8, 6® are also

obtained.
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1. Introduction

The probability Rayleigh distribution naturally arises in
cases when the wind speed data is analysis into
two-orthogonal dimensional vector components, where the
magnitude of components is independent and normally
distributed with equal variances. Also this distribution arises
in the case of random complex numbers whose real and
imaginary components are iid as normal.

The two parameters parameters, Burr Type X, which
introduced by[7], is called Generalized Rayleigh distribution.
In this paper, we introduce a new two-parameter Generalized
Rayleigh in presence of one outlier generated from another
distribution, after definition of proposed distribution, its
Moment-Generating function is derived, to help us in finding
the first and second moments for this distribution, these
moments are used to obtain the mixture estimator of
parameters, as well as the Maximum Likelihood estimators.
The paper is organized as follows: In section (2) we present
the GR(0,0%) and its properties, and the provides its
m. g.f. Then section (3), discuss finding moment generting
function and the methods of estimating parameters which are
Maximum Likelihood and Least Squares and Mixture of
estimators are derived. These estimators are compared using
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(MSE), through simulation programs, prepared for this
purpose.

In this paper, we introduce a new family of continues
distribution, called a new — two parameter generalized
Rayleigh GR(6,0%) in presence of outlier generated
distribution from another distribution ie the distribution
depend on mixing the distribution of (Xx,Xy,..,%,_1)
random variables, distributed as Rayleigh with scale
parameter (62 = 1), and shape parameter 6 while the (x,,)
random variable which represents the outlier is one random
variable that is uniformly distributed
x, ~uniform(0,0 ¢?). So the aim of research is how to
find the marginal p.d.f of this type of distribution, in
precence of outlier, and also how to derive its cumulative
distribution function, and it's moment generating function to
help in obtaining the moments after all required derivation
three methods are introduced include moment estimators
and least squares estimators, and maximum likelihood
estimators.

2. Definition of Distribution

Let the random variables (x;,x,,...,X,) are such that
(n—1) of them are distributed as Rayleigh with scale
parameter (o2 = 1), and s?ape paraI%leter (0),1.c.

f(x,0) =6xe  2(1—e 2)71,
With cumulative c.d. f is:

x>0 1)
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x2
F,0) =(1—e 2)°71, x>0 (2)
The random variables (xq,x,,..,x,_;) have the

p.d.f (1), and one random variable (x,,) is distributed with
p.d.f h, (O 6a?)
h(x,6,02) = 9—
0<X<6,062;0>0; d2>0

Therefore the marginal distribution of X is:

)

3. Moment Generating Function
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(x)
I(O 9:7 )

f(x,0,0%) = p0o?

+(—)Bxe T (1 —e 3 )9 1
x>0 6>002>0
And cumulative distribution function is:

F(x,0, 02)—

4

2

rEHa e Ty

(5

The rth moments of x may be determined direct or using Moment generating function technique. Now we derive M, (t)

for the distribution defined in (1):

MO = E(e™) =j

(o)

e f(x,0,0%)dx

00 o n—1 x2 x2
=f0 et™ = J et ( Yoxe 2 (1—e 2)0ldx
XZ XZ
=— zt (et —1)+(—)9f e*xe z(1—e 2)ldx (6)
=1,
The second term integral can be evaluated as follows:
Xz x2
Let U= l1-e 2 = du=e 2 xdx
X
e z=1-u =x={In1—u)2}/2
o _ov1/2
ol = (_1)9f01 et ina-0 2" -1, %)
after simplification of (7), it can be written as:
Let y= 1—u = u=1-y =>du=-dy
1/2
et (n(-w 2" — foetin()” }1/2 { 1n(y—2)f2} /
_ 1/2 _
= {(y HEY =
Therefore equation (7) can be written as (8): .
-1 _ _
S el oy - y) dy 8)
According to Beta formula: -
r(e)ra—2t)
(=) 6 Beta (6,1 —2t) = (*= )e)—m+1 - 9)
Therefore M, (t):
1 ew”z—l n—1
M) = — —1) + (=) 0 Beta (9,1 - 20) (10)
1 etf 0% n—1 r(e)r(1-2¢)
M) = 5o ( =)+ ()0 T (n

Differentiating M, (t) and evaluating at ¢t = 0 we get E(x) and E (x?) as:

M, (0 = -y 0 = (07— ),
noo O+1-20"(1-2t)(=2)
n—1 r - —2t)(—
+<T>F(9+D[ r2(6+1—2t)
[ r(1—-20r®+1- 2t)(—2)]
- r2(6 +1—2t)
2 ,tho? to g2 _ _
() = nBlaz(Ha : (e - 1)(1)) N [z(nn 1)]1"(9 1)
[r(1 —20r'(@+1-2t) T '(1-2t)
r2(6 +1-2t) T +1-2t)
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© fo? [Z(n—l)] ( re+1 r@
M, = T r r2(9+1)_r(9+1)
EG) =M, (0) = —+A (12)
Taking the second denvatlveM (©), we have E(xz) as:
MO = 1 Z(teff’” (02?2 — : olet®o’ (1) t2 (e’ 0o2) — 4(et9” - 1)(2t)) [Z(n— D]r(e D
nbo t t n
r2@+1 -2 -20Tr" 0 +1 -2 (-2) reo+1-20ra-20(-2)
r+(6.+ 1 — 2t) Tt +1-20 -
r@—-20r@+1-202r@ +1-20r @+1-2t)(-2)
[ r<@+1 -2t |
r@+1-20r'a-20(0-2) ra-20r0@+1-200-2)]
B r2(6 +1 -2t r2(6 +1 -2t
Then: , ’ ) ’ ., ) )
(90 )2 2(n 1) —2r (9+D-2r (6+Dr (1) , 4T (6+1)  2r(e+Dr (1) = 2r (r (6+1
M, (0) = 3n r@e+1l , r2(g+1) r3(9+,1,)( r)2(9+1) 5 r)2(9+1) 1
) (66?)? 2(n-1) —2r'@+1) -2r®+0r @
M, (0) = 3n + n r( rz + 1)
ar*e+1. 2mn-1) ( r6+or'@W rwre+n
HNEICESY R TGRS r2(0 + D
Then: .
EGe?) = (Han) N 2(nn— 1)
4ar'*(e+1) 2r'(@+1 —2r @+ Dr @
SEICEY re+1
2n—1) '@ r@Wre+n
n TO+1 r@+1
~EG?) = M (0) = (e" Ly (13)
Where
_2(m-1) 4T 26+ D 2r'(@+D-3re+0raw rw
n rze+1 re+1 MEXCEE)
Therefore: 5 Where: A
EG) = 2 14 90 = m, — BO) —=-[T— AG))’
n
8
E(x2) = 60y’ +B g 6)=-B(6) + ?n( x — A(6,))A'(6,)

where A, B are functions of 8, the Moment estimator's of

0, o 2are obtained as follows:
Z:l 1% 552

my = +A (13)
Zn(x—A) (14)
2 ~242
=1 (65 )
= = +B
2 n 3n
X x? _ [2n(x — A)]? B
n 3n
~B= Z?21 xiz _47’12@— A)z
n 3n
m, =B -2 (X—A) =0 (15)

To estimate 8 we can solve (15) by Newton Raphson
method. Hence the solution of equation (15) is:
906D

g 16
g (69 (16)

0,41 =

To estimate 6 we can solve equation (3) by Newton
Raphson method.

_96)
0,41=16 (9)

Since: A
.9(61')=m2_B(9i)__n[m1_A(9i)]2
56 =B @) +8n(m1 —/;(ei))A ©,)

Where: ’ ) 10

m-1D TG+ 1
46, = 6+D T
A(g) =
M- TE+Dr"E+D-TE+Dr'G+1)
m— T® +1))2
m-1D I G+1 T 6+1D)?
T n '‘re+1D (T +1D)?
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If 62 known then:

0 = n(icz A) (17)

This value can be considered as initial value for solving

equation (16) by Newton Raphson method.
Also to proceed in finding the moment estimator for the

parametera 2, the following equation is applied as follows:
062 =2n(m, — 4)
(66%)?
e ~ 3n

3n(m, — B) = 4n?(m, — A)?
(mz—B)=?n(m1—A)2 (18)
Also the estimate 62 can be obtained by solving equation
(18) by Newton Raphson method:

g(a?)
0f1 = 0f - D)

where;
g9(c?) =m, — B(c?)
4n
- ?(m1 - A(O'iz))z
g (6?)=-B (6} +
— (my — A(Uiz))A, (a?)
—4h-DTr@+1

n, r(59+1) B
4n-Dr6+D L

n T@O+1

8n-1DT*G+1) 4n-1)_,
n rze +1) r
4n—-1) TG+

n CTern W
8-+

n rze +1)
_8(n—1) reo+1

n I’(l9+1)(F (1))
An—1) r'e@+1
L F(1)_1“(¢9+1)]

4. Leat Squares Estimators

In this section we provide the regression based method
estimators of unknown parameters, which was originally
suggested by[16] to estimate the parameters of Beta
distribution.

Suppose(Y(p;i = 1,2, ...

where: '
i
E[6(yw)] = nr1

1
varlG6(y)] = —2—

,n) denotes the ordered sample,

i+1)
(n+1)?(n+2)

The LS estimators for the unknown parameters (6, o?)of
the proposed p.d.f of Generalized Rayleigh with two
parameters (6, 02) in case of outlier (i.e equation 3), and its
c.d.f (equation 5), can be obtained by minimizing the
quantity T, defined in equation (19):

T =0 (F(x) - —)? (19)
with respect to 6 andaz'
r= Z ()
n902 n
(1-e 2 )9 —? (20)

oT Zi X; (n—l) 1 _zzz_g i
a0 ,1[n602+ n (1=e 2) _n+1]

i=

s () ey

nf2qg? n
_x
In(1—e 2)]
6T_Zi X; n—1)1 _%9
do? izl[neaz (1-e 2)
L —XL-
n+ 1] [nez(oz)z]
2
—ZZ () a-e Ty -
n902 n+1

o+ () a-e Py

nh2g2

Also we find a—Tz :
do

(Tl— 1) (1 _ e—%)e _;[_—xl]
n n+1n6(c?)?

= Z [(n@)):i(azﬁ] B (n; 1) (ne(iﬂ)z)

i=
n 2

Zx (e 5y +Z ne(az)z] =0

i=1

Z(ne)2 & (n;1)< )

Z " 52,_ ) ix;
x(1—e )]—' ]
i=1 i=1
P!
625 = Loat @1

x?
(S xi—e™ )7 -3 i
Where 6, is estimated from equation (20) which is non
linear equation can be solved using Newton Raphson method,
or we can use Moment estimator of 6 (equation 17) to
obtain least square estimator of parameter (¢2), and then
obtain the mixed estimator.

5. Maximum Likelihood Estimators

Let the random variables (xq,x5,...,x
(n — 1) of them are distributed with p.d.f

n) are such that
f(x,6) and
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one variable is distributed with p.d.f, f(x,852), so the
joint distribution of (x4,x,,...,x,) are:
f(x1,%g, 0, x,0,0%) = .
—_ 1 X
OO fx,,8) 55,y e
2

- 21
T 1)

%2

x5 £
__ZL - 2)3—1

f(x,8) =6xe (1-e
g(x,00%) =

flx1,%x2, 00, X,0, 0
2 2

_ XXy X
[Mixe” 2 [l (1 —e"2) !
g,

n 0052°(0,002)
A1=1 x?2 x2
— L, -4

oxe” A1 (1—e 2 Al)e -1

1
106,07 = 672 —
o

Zx.z x2
n—1 - n —5\0-1
iz xe 2 T, (1 —e" 2)
4,6

n 052 (0,002)
A1=1 x?2 x2

—_L .

Oxe 2 (Al)(l—e 2 Al)‘g_1

In L(6,0%) = (n—2) ln(é’)2 -
In(0?) + X In(x,) - =
<2
" R
~Zlapa—e~ 2ot

(22)

+@ -1DXIn(1-e
s :

23)

e
Where 8 6% = Max(xq,X5, ..., X,)-
n

0

dlnL n—2 -
Ik 23 In(l-e 2)
a0 )
x2 x2
741 (1—e” A (=) (1-e” 241
P P ]
5 A 7
7;11‘3 741 (1-e” 2 A1)1_9

ERRNTY

n
Ale

24

2
_IL
2

dln L

since

=0 :%2+2?=11n(1—e )

x2 x? 2
L, — =L, — =L
T e2 M a—e" 27 Ym(a-e "2
= 2 Tz
T (1—e T 710

(25)
A€
Non linear equation (25) can be solved by using Newton

Raphson method:
h(6;)

0 41= 06, — K ()
to obtain MLE for 8(8y;.).

Summary

1. The p.d.f of GR(6,0?) in presence of outlier is
defined in equation (1).

2. The c.d.f is obtained in closed from equation (5).

3. The Moment Generating function is derived and written
in a closed from equation (10).

4. First and second Moments of this distribution are
obtained equation (12) and equation (13).

5. Moment's estimator's can be obtained from equation (14)
and (15) using Newton Raphson formula (16) and (18).

6. Since the c.d. f was found in closed from equation (5),
it can be used to find the LS estimator, through minimizing
equation (19), the estimators of LS are obtained from
equations (20, 21).

7. The Likelihood function is defined in equations (21),
(22) and (23), and then the Maximum Likelihood estimator's
are exp lained in equations (24) and (25).

8. Any estimators of Moments, LS can be used in MLE to
obtain the Mixture estimators.

6. Conclusions

This paper offers a new family of distributions, the two -
parameter Rayleigh distribution in the presence of one
outlier, which is important for analysis lifetime data. The
distribution has two parameters (scale parameter o, and
shape parameter 0), and consist of mixing the distribution of
(x4,%5,...,x,_1) random variables with the distribution of
randomvariable (x,,), i.e (the distribution of x4,x,,...,x,,_1)
is Rayleigh distribution with ( 6> = 1) and x,~ uniformly
with (0,80%), and the replicate each experiment (R=1000),
and to use mean square error (MSE) or integrated mean
square error (IMSE) for comparison.

We have studied various method for estimating the
parameters, (Least Squares, Moments, Mixture), and derived
the Moment Generating function, which is used to obtain the
first and second Moment of this GR(8, 6%), and then used as
a possible alternative method for estimating Parameters.

This work will be done in another suggestion in future, to
apply this method on another distribution.
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