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Abstract  In recent years, autoregressive fractionally integrated moving average (ARFIMA) models have been used for 
forecasting of long memory time series in the literature. Major limitation of ARFIMA models is the pre-assumed linear form 
of the model. Since many time series in real-world have non-linear structure, ARFIMA models are not always satisfactory. 
Both theoretical and empirical findings in literature show that combining linear and non-linear models such as ARIMA and 
artificial neural networks (ANN) can be an effective and efficient way to improve forecasts. However, to model long memory 
time series, any hybrid approach has not been proposed in the literature. In this study, a new hybrid approach combining 
ARFIMA and feedforward neural networks (FNN) is proposed to analyze long memory time series. The proposed hybrid 
method is applied to tourism data of Turkey whose structure shows dominantly the characteristic of long term. Then, this 
hybrid method is compared with other methods and it is found that the proposed hybrid approach has the best forecasting 
accuracy. 
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1. Introduction 
A popular class of models for time series with long 

memory behaviour is the ARFIMA ( , , )p d q  model ([27]). 
This kind of models extended classical ARIMA ( , , )p d q  
models by assuming the differencing parameter d as a real 
value. It is well known that ARFIMA models are linear time 
series model. Since some long memory time series have both 
linear and non-linear structures, ARFIMA models can be 
inadequate for this type of series. Therefore, these time series 
are modeled by a hybrid of linear and non-linear models, and 
by this way forecast accuracy is improved. 

ANN have been widely used to model time series in var-
ious fields of applications[4] and used as a good alternative 
method for both linear and non-linear time series forecasting. 
Since ANN can model both non-linear and linear structures 
of time series, it is obvious that it can give good results in 
forecasting. As[37] mentioned, one of the most popular 
neural net paradigms is the feed forward neural network that 
is used in our study. 

[40]review the literature for forecasting time series by 
ANN. 

Both theoretical and empirical findings in literature show 
that combining different methods can be an effective and 
efficient way to improve forecasts. Therefore, hybrid of  
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ARIMA and ANN methods has been used for modelling 
both linear and non-linear patterns equally well.[30] pro-
posed hybrid ARIMA and support vector machines mod-
el.[38] combined seasonal time series ARIMA model and 
FNN.[41] introduced a hybrid of ARIMA and FNN models. 

Forecasting tourism data is an important task since it is 
employed for future planning. In the literature, there have 
been many studies using time series analysis in tourism 
data.[10],[39],[23-25], and[22] presented survey studies. 
Recently,[35] have summarized the studies on this topic in 
the last decade such as[18, 19, 5, 6, 17, 29] and[31]. Empir-
ical results in all of these papers show that artificial neural 
networks can produce better results than those generated by 
conventional time series methods. However, ARFIMA 
models, which are also applied in our study while modelling 
the tourism data, have been found very successful for the 
analysis of tourism data in[7]. 

In this paper, to model long memory time series which 
have both linear and non-linear structures, a new hybrid 
method is proposed by modifying[41] hybrid method. This 
paper aims to obtain better forecasting accuracy by model-
ling both linear and non-linear patterns of long memory time 
series. Therefore, if more accurate forecasts are obtained, 
better plans for activities of tourism will be made. The some 
hybrid methods have been proposed in[15], 
[16],[20],[28],[32],[33] and[41] studies. Although there have 
been some methods combine ARIMA and ANN models, the 
combination of ARFIMA and ANN models haven't proposed 
in the literature. The proposed method is the first study about 
combining of ARFIMA and feed forward neural network.     
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The proposed method is applied to the tourism data of 
Turkey. This monthly data concerns the number of tourists 
coming to Turkey between the periods 1995:1-2005:12. 

The rest of the paper is organized as follows. In Sections 2 
and 3, ARFIMA models and elements of FNN are presented, 
respectively. In Section 4, the proposed hybrid approach is 
introduced. In Section 5, the proposed method is applied to 
the tourism data of Turkey and compared with ARIMA, 
ARFIMA and FNN models. In the last section, the efficiency 
of the proposed method is discussed. 

2. ARFIMA Models 
ARFIMA models are used to model long range dependent 

time series. ARFIMA models were introduced by[11]. AR-
FIMA ( , , )p d q  model can be given by 

( )(1 ) ( ) , 1/ 2 1/ 2d
t tB B X B e dϕ θ− = − < <  

where B  is the back-shift operator such that 1t tBX X −=  
and te  is a white noise process with ( ) 0tE e =  and variance 

2
eσ . The polynomials 1( ) (1 )p

pB B Bϕ ϕ ϕ= − − −  and 
1( ) (1 )q

qB B Bθ θ θ= − − −  have orders p and q respectively 
with all their roots outside the unit circle.[3] extended the 
estimation of ARFIMA models for any 1/ 2d > −  by consi-
dering the following variation of the ARFIMA model: 

( )(1 ) (1 ) ( ) 1/ 2 1/ 2m
t tB B B X B eδϕ θ δ− − = − < <       (1) 

The integer m is the number of times that tX  must be 
differenced to achieve stationary, and thus differencing pa-
rameter is given by d mδ= + . General properties of AR-
FIMA models were given by Hosking[13, 14] and[2]. Stu-
dies about the parameter estimation of ARFIMA models still 
continue. Many maximum likelihood (ML) methods for 
ARFIMA are proposed in literature such as approximate ML 
methods (AML) by[12, 14, 21] and[2]; exact ML method 
(EML) by[36]; conditional sum of square (CSS) method 
by[8]. Note that CSS method is as efficient as EML method 
and it is identical with AML method by[2] that is based on 
infinity autoregressive presentation. 

3. Elements of FNN 
Elements of the ANN are network architecture, learning 

algorithm and activation function. Determining these ele-
ments that affect the forecasting performance of FNN should 
be considered carefully. 

One critical decision is to determine the appropriate ar-
chitecture, that is, the number of layers, number of nodes in 
each layers and the number of arcs which interconnect with 
the nodes[42]. FNN has been used by many studies in fore-
casting. However, determining of the architecture is a basic 
problem. Since, in the literature, there is no general rule for 
determining the best architecture, many architectures can be 
considered as the correct architecture. Fig. 1 depicts the 
broad FNN architecture that has single hidden layer and 
single output. 

Learning of FNN for a specific task is equivalent to find-

ing the values all of the weights such that the desired output 
is generated to the corresponding input. Various training 
algorithms have been used for the determination of the op-
timal weights values. The most popularly used training me-
thod is the back propagation algorithm ([34]). In the back 
propagation algorithm, learning of the ANN consists of 
adjusting all weights such as the error measure between the 
desired output and actual output ([9]). 

Another element of FNN is the activation function. It de-
termines the relationship between inputs and outputs of a 
network. In general, the activation function introduces a 
degree of the non-linearity that is valuable most of the FNN 
applications. The well known activation functions are logis-
tic, hyperbolic tangent, sine (or cosine) and the linear func-
tions. Among them, logistic transfer function is the most 
popular one ([40]). 

 
Figure 1.  A broad FNN architecture 

4. The Proposed Hybrid ARFIMA and 
FNN Approach 

ARFIMA processes have been used to model long mem-
ory time series. However, it is clearly that using ARFIMA 
processes for modelling non-linear problems is not adequate 
because ARFIMA model is based on a linear structure. Ap-
plications of hybrid methods in the literature show that 
combining different methods can be an effective and effi-
cient way to improve forecasts. Since it is difficult to com-
pletely know the characteristics of data in a real problem, 
hybrid methodology which has both linear and non-linear 
modelling capabilities can be a good approach for practical 
purposes. Therefore, to model time series having both linear 
and non-linear structures, hybrid approaches are proposed. 
To model long memory time series, any hybrid approach has 
not been proposed in the literature. In this paper, by mod-
ifying Zhang’s[41] hybrid approach, a new hybrid approach 
is proposed to solve this problem. The proposed hybrid 
ARFIMA and FNN approach is given as follows: 

It is assumed that a time series can be considered com-
posing of two components, which are a linear autocorrelation 
structure part and a non-linear part respectively. The model 
is as follows:  

t t ty L N= +                    (2) 

where ty  denotes original time series, tL  denotes the 
linear component and tN  denotes the non-linear component. 
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Linear component is estimated by ARFIMA model and 
residuals obtained from the ARFIMA model. 

ˆ
t t te y L= −                    (3) 

are estimated by FNN of[35]. Here ˆ
tL  is the forecasting 

value for the period t of the time series ty  by ARFIMA. 
Residuals are vital in examining the linearity assumption of 
the model. Autocorrelation coefficients are used to decide 
whether the residuals have linear relation or not. On the other 
hand, non-linear relation cannot be determined since the 
autocorrelation coefficient can be only employed for linear 
relation. Thus, the residuals might denote non-linear relation 
even though the autocorrelation coefficients for the residuals 
are approximately about zero. Therefore, the residuals ob-
tained from the time series model generated by ARFIMA are 
analyzed by using FNN. With n input nodes, the FNN model 
for the residuals can be written as 

1 2( , , , )t t t t n te f e e e ε− − −= +            (4) 
where f is a non-linear function determined by the FNN 

and tε  is the random error. The estimation of te  by (4) will 
yield the forecasting of non-linear component of time series, 

tN . By this way, forecasting values of the time series are 
obtained as follows: 

ˆ ˆˆt t ty L N= +                    (5) 
Consequently, our proposed method in this study consists 

of two phases. In the first phase, the time series is analysed 
by using ARFIMA models. In the next phase, the residuals 
obtained in the previous phase are examined by FNN and 
then forecast values obtained from these two models sepa-
rately are summed. Besides, in this study, two different hy-
brid models are employed since two different FNN models 
are used in the second phase. One FNN model includes lo-
gistic activation function in all layers of the network. Second 
one includes logistic activation function in the hidden layer 
and linear activation function in the output layer. 

 
Figure 2.  The tourism data of Turkey 

5. Empirical Results 
The proposed hybrid method is applied to the tourism data 

of Turkey which is plotted in Fig. 2. This monthly data 
concerns the number of tourists coming to Turkey between 

the periods 1995:1-2005:12. For comparison, the data is also 
modeled by ARIMA, ARFIMA, and FNN. The last 24 ob-
servations of the data are used for comparing the methods by 
obtaining the values of root mean square error (RMSE), 
mean absolute percentage error (MAPE), median absolute 
percentage error (MdAPE) and the rest of the observations 
are used for the parameter estimation of the models. 

Firstly, the tourism data of Turkey is analysed by AR-
FIMA models. Tourism series has seasonality. Therefore, the 
stationary series ty  can be given by 

12(1 )t ty B x= −                (6) 
where B  is backshift operator and tx  represents the 

tourism series. In this empirical study, we will try to estimate 
the series, yt. We see that transformed ty  series has a long 
memory structure after the transformations of tx  by (6) 
using R/S test by[26]. Therefore we use ARFIMA models to 
estimate ty  series. The most appropriate model is deter-
mined as ARFIMA (1, ,3)d  by Bayesian information crite-
rion[1] in S-Plus package program and this model is given as 
follows: 

0.8472 2 3(1 0.6694 )(1 ) (1 1.1118 0.211 0.3094 )t tB B y B B B e− − = + − −  
where et is found as a white noise series using Box-Pierce 

Test. RMSE value of forecasts obtained by using ARFIMA
(1, ,3)d  model for last 24 data points is given in Table 1. 

Secondly, the tourism time series is directly analysed by 
two different FNN models. When the best architecture de-
sign was determining, trial and error method was used. Al-
though some systematically approaches to determine archi-
tecture design exist in the literature, they are not preferred 
generally since they do not guarantee the best architecture. 
Thus, in the literature, the most preferred and used method to 
determine ANN structures in time series forecasting studies 
is trial and error method. And this method is performed 
relevant to considered data. ANN is also a method based on 
the data examined. 

Therefore, trial and error method is used in our study. The 
first used FNN model, which includes logistic activation 
function in the hidden layer and linear activation function in 
the output layer, is called FNN1. The other one, which in-
cludes logistic activation function in all layers, is called 
FNN2. For each FNN model, 144 architectures are examined 
by varying the number of neurons in the hidden layer and in 
the input layer 1 to 12. By these trials, the best architecture, 
which has the lowest RMSE value for the test set, is deter-
mined. For FNN1 model, the best architecture was found as 
FNN1(11-2-1), which includes 11 neurons in the input layer 
and 2 neurons in the hidden layer. FNN1(11-2-1) forecasts 
and the original tourism series of Turkey for 2004 and 2005 
are shown in Table 1. In addition to this, calculated RMSE, 
MAPE, and MdAPE values for FNN1(11-2-1) are presented 
in Table 2. 

Similarly, the best architecture for FNN2 was found as 
FNN2(9-2-1). The forecast values for 2004 and 2005 are 
presented in the Table 1 and calculated RMSE, MAPE, and 
MdAPE values for FNN2(9-2-1) are given in the Table 3. 
Neural networks tool box of Matlab 7.0 version is used in the 
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analysis. 
Finally, the tourism data is examined by employing the 

proposed hybrid approach presented in Section 4. In the first 
phase of the proposed method, the tourism data is analysed 
by ARFIMA model. As mentioned, ARFIMA (1, ,3)d  is de-
termined as the most proper model. In the second phase, the 
residuals obtained in the first phase are analysed by using 
FNN1 and FNN2 models, separately. For each model, 144 
architectures are examined by varying the number of neurons 
in the hidden layer and in the input layer 1 to 12. For FNN1 
and FNN2 models, FNN1(9-1-1) and FNN2(1-1-1) are de-
termined as the best architectures, respectively. Then, the 
predicted values obtained by ARFIMA (1, ,3)d  and 
FNN1(9-1-1) are summed. These results belong to the first 
hybrid method that is called Hybrid1. Similarly, the pre-
dicted values obtained by ARFIMA (1, ,3)d  and FNN2(1-1-1) 
are summed and the results of Hybrid2 are obtained. For 

2004 and 2005, the forecast values obtained from the hybrid 
methods are presented in the Table 1. The values of RMSE, 
MAPE, and MdAPE for these two hybrid methods are given 
in Table 2. It is clearly seen from the results that when the 
FNN2 model is used in the hybrid model, better results are 
obtained. Therefore, we prefer to employ FNN2 model in the 
proposed hybrid method. From Fig. 3, we can observe the 
forecast values of all models. 

In Table 3, the values of RMSE, MAPE, and MdAPE for 
all methods are given for comparison. It is observed from 
this table that the proposed hybrid method gives the best 
results in terms of all used forecasting criteria since this 
method has the smallest values for all used criteria. Another 
important result is the two FNN models give the worst 
forecasts. Although FNN have proved success in forecasting 
time series, we see that the FNN models are ineffective for 
the data long memory structured. 

Table 1.  The forecast values all models for 2004 and 2005 years 

Years Months Arrived Tourist FNN1 FNN2 ARFIMA Hybrid1 Hybrid2 
2004 1 533694 344768,9 376335,6 416133,9 419944,8 386530,6 
2004 2 607854 341352,6 332571,4 641719,3 646715,6 612116 
2004 3 784107 678142,5 751137,1 649299,4 653110,2 619696 
2004 4 1104270 845048 912568,1 936036,5 944716,4 1021014 
2004 5 1799130 1711521 1734246 1793856 1822219 1764252 
2004 6 1898435 1978509 2170997 2286676 2290487 2257073 
2004 7 2591140 2282384 2501986 2664369 2668180 2634766 
2004 8 2492794 2310259 2295122 2648661 2652472 2619058 
2004 9 2125025 2171820 2210089 2114695 2118506 2085092 
2004 10 1842277 1864182 1761691 1886205 1890016 1856602 
2004 11 948815 765851,6 749584,7 883477,4 887288,3 853874,1 
2004 12 789367 574577,7 714452,7 774765,1 778587,5 745161,8 
2005 1 700469 339856,1 504233,4 660239,5 664050,5 745216,9 
2005 2 696639 461956,7 596319,9 777671,9 781484 862649,3 
2005 3 1107348 955891,1 1004237 924881,4 928692,3 1008969 
2005 4 1348264 1226735 1324642 1439153 1471983 1409606 
2005 5 2302959 1979914 2103214 2299779 2303590 2270179 
2005 6 2402912 2300745 2734980 2343557 2347368 2313981 
2005 7 3178676 2382115 2791199 3242057 3245874 3212453 
2005 8 2860973 2425905 2761472 3069867 3073678 3040263 
2005 9 2502010 2254302 2413297 2466237 2470048 2551156 
2005 10 2108136 2067655 2074658 2143569 2147381 2113966 
2005 11 1052561 945803,6 890123,6 1105490 1109301 1075887 
2005 12 861851 750568,8 911640,4 889786,3 893597,2 974763,7 

Table 2.  RMSE, MAPE, and MdAPE values of the hybrid methods 

Years Criteria Hybrid1 Hybrid2 

2004 
RMSE 144037 134191 
MAPE 0.0032 0.002 

MdAPE 0.0691 0.053 

2005 
RMSE 98057 91749 
MAPE 0.0016 0.0013 

MdAPE 0.0444 0.0412 

Table 3.  RMSE, MAPE, and MdAPE values of all methods 

Years Criteria FNN1 FNN2 ARFIMA Proposed Method 

2004 
RMSE 184877 164046 143868 134191 
MAPE 0.0052 0.0024 0.0031 0.0020 

MdAPE 0.1271 0.0871 0.0591 0.0533 

2005 
RMSE 322515 184351 94447 91749 
MAPE 0.0126 0.0031 0.0014 0.0013 

MdAPE 0.1329 0.0899 0.0414 0.0412 
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6. Conclusions 
Long memory time series have been analysed by using 

ARFIMA models which are based on linear structure. AR-
FIMA models are not always adequate for long memory time 
series that have both linear and non-linear structures. 
Therefore, the hybrid method which combines linear and 
non-linear models can be an effective way to improve fore-
casting performance. Motivated by this idea, in this paper, a 
hybrid model of ARFIMA and FNN is proposed to increase 
forecasting accuracy. Applying the proposed hybrid method 
to the tourism data of Turkey, we see that the proposed me-
thod is more successful than the other methods in terms of 
obtaining better forecasts. All computational processes re-
lated to neural networks are done with Matlab 7.0 software. 
As a result, the best forecasts are obtained by using the 
proposed hybrid ARFIMA and FNN2 (1-1-1) model. It is 
also seen that using only FNN models are ineffective for this 
long memory structured time series. This is also an important 
result for the ANN studies in the future. In further studies, we 
hope to improve the forecasting accuracy by changing the 
type of ANN in hybrid models presented here. 

 

REFERENCES 
[1] Akaike, H., 1979, "A Bayesian extensions of the minimum 

AIC procedure," Biometrika 66, pp:237-242. 

[2] Beran, J., "Statistics for long-memory processes," Chap-
man&Hall/Crc. (1994). 

[3] Beran, J., "Maximum likelihood estimation of the differenc-
ing parameter for invertible short and long memory ARIMA 
models," Journal of Royal Statistical Society Series B 57 (4), 
(1995) pp:659-672. 

[4] Buhamra, S., Smaoui, N. and Gabr, M., "The Box-Jenkins 
analysis and neural networks: prediction and time series 
modeling," Applied Mathematical Modelling 27 (2003) 
pp:805-815. 

[5] Burger, C.J.S.C., Dohnal, M., Kathrada, M. and Law, R., "A 
practitioners guide to time series methods for tourism demand 
forecasting – a case study of Durban, " South Africa Tourism 
Management, 22 (2001) pp: 403-409. 

[6] Cho, V., A comparison of three different approaches to tourist 
arrival forecasting. Tourism Management 24 (2003) 
pp:323-330. 

[7] Chu, F.L., "A fractionally integrated autoregressive moving 
average approach to forecasting tourism demand.," Tourism 
Management 29 (2008) pp:79-88. 

[8] Chung, C.F. and Baillie, R.T. "Small sample bias in condi-
tional sum of squares estimators of fractionally integrated 
ARMA models," Empirical Economics, 18, (1993) 
pp:791-806. 

[9] Cichocki, A. and Unbehauen, R., "Neural networks for op-
timization and signal processing," John Willey & Sons, New 
York, (1993). 

[10] Crouch, G.I., "The study of international tourism demand: A 
review of practice," Journal of Travel Research 33 (1994) pp: 
41-54. 

[11] Granger, C.W.J. and Joyeux, R., "An introduction to 
long-memory time series models and fractionally differenc-
ing," Journal of Time Series Analysis 1(1) (1980) pp:15-29. 

[12] Haslett, J. and Raftery, A.E., "Space-time modeling with 
long-memory dependence: assessing Ireland’s wind power 
resources.," Applied Statistics 38 (1989) pp:1-50. 

[13] Hosking, J.R.M., "Fractionally differencing," Biometrika 68 
(1) (1981) pp:165-176. 

[14] Hosking, J.R.M., Modeling persistence in hydrological time 
series using fractionally differencing. Water Resources Re-
search 20 (12) (1984) pp:1898-1908. 

[15] Khashei M. and Bijari M., "A new hybrid methodology for 
nonlinear time series forecasting," Modelling and Simulation 
in Engineering  (doi: 10.115/2011/379121) (2011). 

[16] Khashei M. and Bijari M., "Hybridization of the probabilistic 
neural networks with feed forward neural networks for fore-
casting," Engineering  Applications in Artificial Intelligence 
(doi: 10.1016/j.engappai.2012.01.019)  (2012).  

[17] Kon, S.C. and Turner, W.L., "Neural network forecasting of 
tourism demand. Tourism Economics," 11(2005) pp:301-328. 

[18] Law, R., "Back-propagation learning in improving the accu-
racy of neural network –based tourism demand forecasting," 
Tourism Management 21 (2000) pp:331-340. 

[19] Law, R, "The impact of the Asian financial crisis on Japanese 
demand for travel to Hong Kong: A study of various fore-
casting techniques.," Journal of Travel &Tourism Marketing 
10 (2001) pp:47-66. 

[20] Lee Y.S., Tong L.I., "Forecasting time series using a me-
thodology based on autoregressive integrated moving average 
and genetic programming," Knowledge-Based Systems 24(1) 
(2011) pp:66-72. 

[21] Li, W.K. and McLeod, A.I., Fractional time series modeling. 
Biometrika 73 (1986) pp:217-221. 

[22] Li, G., Song, H. and Witt, S.F., 2005. Recent developments in 
econometrics modeling and forecasting. Journal of Travel 
Research, 44, pp:82-99. 

[23] Lim, C., "Review of international tourism demand models," 
Annals of Tourism Research 24 (1997) pp:835-849. 

[24] Lim,C. "An econometric classification and review of inter-
national tourism demand models," Tourism Economics 3 
(1997) pp:69-81. 

[25] Lim,C., "A meta analysis review of international tourism 
demand," Journal of Travel Research 37 (1999) pp:273-284. 

[26] Lo, A.W., "Long memory in stock market prices," Econo-
metrica 59, (1991) pp:1279-1313. 

[27] Man, K.S., "Long memory time series and short term fore-
casts," International Journal of Forecasting 19 (3) (2003) 
pp:477-491. 

[28] Min Gan, Hui Peng, "Stability analysis of RBF net-
work-based state dependent autoregressive model for nonli-
near time series," Applied Soft Computing 12(1) (2012) 



 American Journal of Intelligent Systems 2012, 2(2): 12-17 17 
 

 

pp:174-181.  

[29] Pai, P.F., Hong, W.C., Chang, P.T. and Chen C.T., "The 
application of support vector machines to forecast tourist ar-
rivals in Barbados: An empirical study," International Journal 
of Management, 23 (2006) 375-385. 

[30] Pai, P.F. and Lin, C.S., "A hybrid ARIMA and support vector 
machines model in stock price forecasting," The International 
Journal of Management Science 33(2005) pp:497-505. 

[31] Palmer, A., Jose Montano, J.J. and Sese, A., "Designing an 
artificial neural network for forecasting tourism time-series," 
Tourism Management 27 (2006) pp:781-790. 

[32] Purwanto, Eswaran, C., Logeswaran, R., "An optimally con-
figured hybrid model for healthcare time series prediction," 
Asian Journal of Information Technology 10 (6) (2011) pp. 
209-217. 

[33] Samsudin, R., Saad, P., Shabri, A., "A hybrid GMDH and 
least squares support vector machines in time series fore-
casting ," Neural Network World 21 (3) (2011) pp. 251-268. 

[34] Smith, K.A., "Neural networks in business: Techniques and 
applications," Imprint Info Hershey: Idea Group, (2002). 

[35] Song, H. and Li, G., "Tourism demand modeling and fore-
casting- A review of recent research.," Tourism Management 

29 (2008) pp:203-220. 

[36] Sowell, F., "Maximum likelihood estimation of stationary 
univariate fractionally integrated time series models," Journal 
of Econometrics 53 (1992) pp:165-188. 

[37] Tang, Z., Almeida, C. and Fishwick, P.A., "Time series fo-
recasting using neural networks vs. Box-Jenkins methodol-
ogy," Simulation 57 (1991) pp:303-310. 

[38] Tseng, F.M., Yu, H.C. and Tzeng, G.H. "Combining neural 
network model with seasonal time series ARIMA model," 
Technological Forecasting and Social Change 69 (2002) 
pp:71-87. 

[39] Witt, S.F. and Witt, C.A., "Forecasting tourism demand: A 
review of empirical research," International Journal of Fore-
casting, 11 (1995) pp:447-475. 

[40] Zhang, G., Patuwo, B.E. and Hu, Y.M., Forecasting with 
artificial neural networks: The state of the art. International 
Journal of Forecasting 14 (1998) 35-62. 

[41] Zhang, G., "Time series forecasting using a hybrid ARIMA 
and neural network model," Neurocomputing, 50, (2003) 
159-175. 

[42] Zurada, J.M., "Introduction of artificial neural systems" St. 
Paul: West Publishing, (1992). 

 


	1. Introduction
	2. ARFIMA Models
	3. Elements of FNN
	4. The Proposed Hybrid ARFIMA and FNN Approach
	5. Empirical Results
	6. Conclusions

