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#### Abstract

A new fourth-order Schroder-type method for finding zeros of nonlinear equations having unknown multiplicity is presented. In terms of computational cost the new iterative method requires five evaluations of functions per iteration. It is proved that the new method has a convergence of order four. Several numerical examples are given to illustrate exceptional convergence speed of the proposed method. The efficiency index of the proposed method is shown to be better than the established methods.
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## 1. Introduction

Solving nonlinear equations is one of the most important problems in science and engineering [ $1,2,10]$. In this paper, we present a new fourth-order iterative method to find multiple roots of the nonlinear equation. The root-solver is of great practical importance since it overcomes theoretical limits of one-point methods concerning convergence order and computational efficiency. In recent years, many modifications of the Newton-type methods for simple roots have been proposed and analysed [2] and little work has been done on multiple roots. In this paper, we are interested in the case that $\alpha$ is a root of multiplicity $m>1$ of a nonlinear equation. Therefore, the purpose of this study is to develop a new class of iterative method for finding multiple roots of nonlinear equations of a higher order than the existing iterative methods [1-10] and show further development of the Thukral third-order method [8]. In addition, the new iterative method is more precise than the classical Schroder method [4], Thukral third-order method [8], Thukral fourth-order method [9] and Soleymani et al. methods [5-9]. Hence, the proposed fourth-order method is significantly better when compared with these established methods.

The remaining sections of the paper are organized as follows. Some basic definitions relevant to the present work are presented in section 2 . In section 3 , we construct a new iterative method and verify the order of convergence. In section 4, well-established methods are stated, which will demonstrate the effectiveness of the new fourth-order

[^0]iterative method. Finally, in section 5, numerical comparisons are made to demonstrate the performance of the presented method.

## 2. Preliminaries

In order to establish the order of convergence of the new fourth-order method, we use the following definitions.

Definition 1 Let $f(x)$ be a real-valued function with a root $\alpha$ and let $\left\{x_{n}\right\}$ be a sequence of real numbers that converge towards $\alpha$. The order of convergence $p$ is given by

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{x_{n+1}-\alpha}{\left(x_{n}-\alpha\right)^{p}}=\zeta \neq 0 \tag{1}
\end{equation*}
$$

where $p \in \mathbb{R}^{+}$and $\zeta$ is the asymptotic error constant [1, 3, 7-10].

Definition 2 Let $e_{k}=x_{k}-\alpha$ be the error in the $k$ th iteration, then the relation

$$
\begin{equation*}
e_{k+1}=\zeta e_{k}^{p}+\mathrm{O}\left(e_{k}^{p+1}\right) \tag{2}
\end{equation*}
$$

is the error equation. If the error equation exists, then $p$ is the order of convergence of the iterative method [1, 3, 7-10].

Definition 3 Let $r$ be the number of function evaluations of the method. The efficiency of the method is measured by the concept of efficiency index and defined as

$$
\begin{equation*}
\sqrt[r]{p} \tag{3}
\end{equation*}
$$

where $p$ is the order of convergence of the method [3].

Definition 4 Suppose that $x_{n-2}, x_{n-1}$ and $x_{n}$ are three successive iterations closer to the root $\alpha$. Then the computational order of convergence may be approximated by

$$
\begin{equation*}
\mathrm{COC} \approx \frac{\ln \left|\delta_{n} \div \delta_{n-1}\right|}{\ln \left|\delta_{n-1} \div \delta_{n-2}\right|} \tag{4}
\end{equation*}
$$

where $\delta_{i}=f\left(x_{i}\right) \div f^{\prime}\left(x_{i}\right)$, [8].

## 3. Description of the Method and Analysis of Convergence

In this section we proceed to develop a new scheme to find multiple roots of a nonlinear equation. Our aim is to produce a method of higher order than the classical Schroder method, Thukral third-order method [8]. The classical Schroder second-order method is given as

$$
\begin{equation*}
x_{n+1}=x_{n}-\frac{f\left(x_{n}\right) f^{\prime}\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)^{2}-f\left(x_{n}\right) f^{\prime \prime}\left(x_{n}\right)} \tag{5}
\end{equation*}
$$

and recently Thukral [8] presented a third-order Schroder-type method,

$$
\begin{equation*}
x_{n+1}=x_{n}-\frac{2\left(f\left(x_{n}\right) f^{\prime}\left(x_{n}\right)^{2}-f\left(x_{n}\right)^{2} f^{\prime \prime}\left(x_{n}\right)\right)}{2 f^{\prime}\left(x_{n}\right)^{3}-3 f\left(x_{n}\right) f^{\prime}\left(x_{n}\right) f^{\prime \prime}\left(x_{n}\right)+f^{\prime \prime \prime}\left(x_{n}\right) f\left(x_{n}\right)^{2}} \tag{6}
\end{equation*}
$$

with the initial guess of $x_{0}$ sufficiently close to multiple root $\alpha$.

We progress to define a new fourth-order iterative method for finding multiple roots of a nonlinear equation. In order to construct the new iterative method we require a total of five function evaluations. The new method is actually an improvement of the Thukral third-order method given [8]. Hence the new scheme is given as

$$
\begin{equation*}
x_{n+1}=x_{n}-\left[\frac{\sum_{i=1}^{3} \alpha_{i} F_{i}}{\sum_{i=1}^{5} \beta_{i} F_{i}}\right]\left(\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}\right), \tag{7}
\end{equation*}
$$

where

$$
\begin{align*}
& F_{1}=f^{\prime}\left(x_{n}\right)^{4}, \\
& F_{2}=f\left(x_{n}\right) f^{\prime}\left(x_{n}\right)^{2} f^{\prime \prime}\left(x_{n}\right), \\
& F_{3}=f\left(x_{n}\right)^{2} f^{\prime}\left(x_{n}\right) f^{\prime \prime \prime}\left(x_{n}\right),  \tag{8}\\
& F_{4}=f\left(x_{n}\right)^{3} f^{i v}\left(x_{n}\right), \\
& F_{5}=\left(f\left(x_{n}\right) f^{\prime \prime}\left(x_{n}\right)\right)^{2}, \\
& \alpha_{1}=6, \quad \alpha_{2}=-9, \quad \alpha_{3}=3, \tag{9}
\end{align*}
$$

$$
\left.\begin{array}{lll}
\beta_{1}=6, & \beta_{2}=-12, \quad \beta_{3}=4  \tag{10}\\
\beta_{4}=-1, & \beta_{5}=3
\end{array}\right\}
$$

$n \in \mathbb{N}, x_{0}$ is the initial guess and provided that the denominator of (7) is not equal to zero.

Also, we have found that the new fourth-order method (7) can also be expressed as

$$
\begin{equation*}
x_{n+1}=x_{n}-\frac{6 t_{1}^{2}-9 t_{1} t_{2}+3 t_{2} t_{3}}{6 t_{1}^{3}-12 t_{1}^{2} t_{2}+4 t_{1} t_{2} t_{3}-t_{2} t_{3} t_{4}+3 t_{1} t_{2}^{2}} \tag{11}
\end{equation*}
$$

where

$$
\begin{align*}
& t_{1}=\frac{f^{\prime}\left(x_{n}\right)}{f\left(x_{n}\right)}, \quad t_{2}=\frac{f^{\prime \prime}\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)},  \tag{12}\\
& t_{3}=\frac{f^{\prime \prime \prime}\left(x_{n}\right)}{f^{\prime \prime}\left(x_{n}\right)}, \quad t_{4}=\frac{f^{i v}\left(x_{n}\right)}{f^{\prime \prime \prime}\left(x_{n}\right)}, \tag{13}
\end{align*}
$$

It is essential to analyse the order of convergence of the new iterative method.

## Theorem 1

Let $f: I \subset \mathbb{R}$ be a function for an open interval $I \subset \mathbb{R}$. Let $f\left(x_{n}\right)$ has a multiple root, $x=\alpha \in I$ with multiplicity $m>1$ and $x_{0}$ is the initial guess of the multiple root. Assume that $f\left(x_{n}\right)$ is a sufficiently differentiable function in $I$, then iteration defined by scheme (7) has fourth-order convergence and satisfies the error equation

$$
\begin{equation*}
e_{n+1}=\left(\frac{\omega_{1} T_{1}^{3}-3 \omega_{2} T_{1} T_{2}+3 \omega_{3} T_{3}}{\omega_{4}}\right) e_{n}^{4} \tag{14}
\end{equation*}
$$

where

$$
\left.\begin{array}{c}
\omega_{1}=(m+2)(m+3), \quad \omega_{2}=(m+1)(m+3)  \tag{15}\\
\omega_{3}=(m+1)^{2} \quad \omega_{4}=m(m+1)^{3}(m+2)(m+3) .
\end{array}\right\}
$$

## Proof

Let $\alpha$ be a root of multiplicity $m$, that is $f(\alpha)=f^{\prime}(\alpha)=\cdots f^{(m-1)}(\alpha)=0, \quad$ and $\quad f^{(m)}(\alpha) \neq 0$. Since $f(x)$ is a sufficiently differentiable function, therefore we expand $f(\alpha)$ about $x_{n}=\alpha$ by the Taylor series. Also let $e_{n}=x_{n}-\alpha$ and using the Taylor series expansion of $f\left(x_{n}\right), f^{\prime}\left(x_{n}\right), f^{\prime \prime}\left(x_{n}\right), f^{\prime \prime \prime}\left(x_{n}\right), f^{i v}\left(x_{n}\right)$, about $\alpha$, we have

$$
\begin{align*}
& f\left(x_{n}\right)=\left(\frac{f^{(m)}(\alpha)}{m!}\right) e_{n}^{m}\left[1+A_{1} e_{n}+A_{2} e_{n}^{2}+A_{3} e_{n}^{3}+\cdots\right],  \tag{16}\\
& f^{\prime}\left(x_{n}\right)=\left(\frac{f^{(m)}(\alpha)}{(m-1)!}\right) e_{n}^{m-1}\left[1+B_{1} e_{n}+B_{2} e_{n}^{2}+B_{3} e_{n}^{3}+\cdots\right], \tag{17}
\end{align*}
$$

$$
\begin{align*}
& f^{\prime \prime}\left(x_{n}\right)=\left(\frac{f^{(m)}(\alpha)}{(m-2)!}\right) e_{n}^{m-2}\left[1+C_{1} e_{n}+C_{2} e_{n}^{2}+C_{3} e_{n}^{3}+\cdots\right],  \tag{18}\\
& f^{\prime \prime \prime}\left(x_{n}\right)=\left(\frac{f^{(m)}(\alpha)}{(m-3)!}\right) e_{n}^{m-3}\left[1+D_{1} e_{n}+D_{2} e_{n}^{2}+D_{3} e_{n}^{3}+\cdots\right],  \tag{19}\\
& f^{i v}\left(x_{n}\right)=\left(\frac{f^{(m)}(\alpha)}{(m-4)!}\right) e_{n}^{m-4}\left[1+E_{1} e_{n}+E_{2} e_{n}^{2}+E_{3} e_{n}^{3}+\cdots\right], \tag{20}
\end{align*}
$$

where

$$
\begin{align*}
& T_{k}=\frac{f^{(m+k)}(\alpha)}{f^{(m)}(\alpha)},  \tag{21}\\
& A_{k}=\frac{m!T_{k}}{(m+k)!},  \tag{22}\\
& B_{k}=\frac{(m-1)!T_{k}}{(m+k-1)!},  \tag{23}\\
& C_{k}=\frac{(m-2)!T_{k}}{(m+k-2)!},  \tag{24}\\
& D_{k}=\frac{(m-3)!T_{k}}{(m+k-3)!}  \tag{25}\\
& E_{k}=\frac{(m-4)!T_{k}}{(m+k-4)!}, \tag{26}
\end{align*}
$$

From (16)-(20), we get

$$
\begin{align*}
& \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}=\frac{e_{n}}{m}-\frac{T_{1} e_{n}^{2}}{m^{2}(m+1)}+\frac{\left(T_{1}^{2}(m+2)-2 m T_{2}\right) e_{n}^{3}}{m^{3}(m+1)(m+2)}+\cdots,  \tag{27}\\
& \frac{f^{\prime}\left(x_{n}\right)}{f\left(x_{n}\right)}=\frac{m}{e_{n}}+\frac{T_{1}}{(m+1)}-\frac{\left(T_{1}^{2}(m+2)-2(m+1) T_{2}\right) e_{n}}{(m+1)^{2}(m+2)}+\cdots,(  \tag{28}\\
& \frac{f^{\prime \prime}\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}=\frac{m-1}{e_{n}}+\frac{T_{1}}{m}-\frac{\left(T_{1}^{2}(m+1)-2 m T_{2}\right) e_{n}}{m^{2}(m+1)}+\cdots,(  \tag{29}\\
& \frac{f^{\prime \prime \prime}\left(x_{n}\right)}{f^{\prime \prime}\left(x_{n}\right)}=\frac{m-2}{e_{n}}+\frac{T_{1}}{(m-1)}-\frac{\left(T_{1}^{2} m-2(m-1) T_{2}\right) e_{n}}{m(m-1)^{2}}+\cdots,(,  \tag{30}\\
& \frac{f^{i v}\left(x_{n}\right)}{f^{\prime \prime}\left(x_{n}\right)}=\frac{m-3}{e_{n}}+\frac{T_{1}}{(m-2)}-\frac{\left(T_{1}^{2}(m-1)-2 T_{2}(m-2)\right) e_{n}}{(m-2)^{2}(m-1)}+\cdots, \tag{31}
\end{align*}
$$

Substituting appropriate expressions in (7) and simplifying, we have

$$
\begin{equation*}
e_{n+1}=\left(\frac{\omega_{1} T_{1}^{3}-3 \omega_{2} T_{1} T_{2}+3 \omega_{3} T_{3}}{\omega_{4}}\right) e_{n}^{4}+\mathrm{O}\left(e_{n}^{5}\right) \tag{32}
\end{equation*}
$$

where

$$
\left.\begin{array}{c}
\omega_{1}=(m+2)(m+3), \quad \omega_{2}=(m+1)(m+3) \\
\omega_{3}=(m+1)^{2} \quad \omega_{4}=m(m+1)^{3}(m+2)(m+3) \tag{33}
\end{array}\right\}
$$

The expression (33) establishes the asymptotic error constant for the fourth-order of convergence for the new Schroder-type method defined by (7). This completes the proof.

## 4. The Established Fourth-order Methods

For the purpose of comparison, four iterative methods presented in [5-9] are considered. Since these methods are well established, the essential formulas are used to calculate the multiple roots of the given nonlinear equations and thus compare the effectiveness of the new fourth-order method.

The first fourth-order method presented by Thukral is given in [9], which is actually based on the classical Schroder method and the scheme is expressed as

$$
\begin{align*}
& y_{n}=x_{n}-\frac{f\left(x_{n}\right) f^{\prime}\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)^{2}-f\left(x_{n}\right) f^{\prime \prime}\left(x_{n}\right)},  \tag{34}\\
& x_{n+1}=y_{n}-\frac{f\left(y_{n}\right) f^{\prime}\left(y_{n}\right)}{f^{\prime}\left(y_{n}\right)^{2}-f\left(y_{n}\right) f^{\prime \prime}\left(y_{n}\right)} . \tag{35}
\end{align*}
$$

The second fourth-order method presented by Thukral is also given in [9], and this method is based on Thukral third-order method [8], the scheme is given as

$$
\begin{align*}
& y_{n}=x_{n}-2\left(f\left(x_{n}\right) f^{\prime}\left(x_{n}\right)^{2}-f\left(x_{n}\right)^{2} f^{\prime \prime}\left(x_{n}\right)\right) \times \\
& {\left[2 f^{\prime}\left(x_{n}\right)^{3}-3 f\left(x_{n}\right) f^{\prime}\left(x_{n}\right) f^{\prime \prime}\left(x_{n}\right)+f^{\prime \prime \prime}\left(x_{n}\right) f\left(x_{n}\right)^{2}\right]^{-1}}  \tag{36}\\
& x_{n+1}=y_{n}-\left(\frac{f^{\prime}\left(x_{n}\right)^{2}}{f^{\prime}\left(x_{n}\right)^{2}-f\left(x_{n}\right) f^{\prime \prime}\left(x_{n}\right)}\right)\left(\frac{f\left(y_{n}\right)}{f^{\prime}\left(y_{n}\right)}\right) . \tag{37}
\end{align*}
$$

The first fourth-order method presented by Soleymani et al. [5], is expressed as

$$
\begin{gather*}
y_{n}=x_{n}-\left(\frac{2}{3}\right)\left(\frac{f\left(x_{n}\right) f^{\prime}\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)^{2}-f\left(x_{n}\right) f^{\prime \prime}\left(x_{n}\right)}\right),  \tag{38}\\
x_{n+1}=x_{n}-4\left[\frac{1+\left(\frac{3}{4}\right)^{2}\left(w_{n}-1\right)^{2}}{\left(4-u_{n}-3 v_{n}\right)}\right]\left(\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}\right), \tag{39}
\end{gather*}
$$

where

$$
\begin{equation*}
u_{n}=\frac{f\left(x_{n}\right) f^{\prime \prime}\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)^{2}} \tag{40}
\end{equation*}
$$

$$
\begin{gather*}
v_{n}=\frac{f\left(y_{n}\right) f^{\prime \prime}\left(y_{n}\right)}{f^{\prime}\left(y_{n}\right)^{2}}  \tag{41}\\
w_{n}=\frac{1-v_{n}}{1-u_{n}} \tag{42}
\end{gather*}
$$

The second fourth-order method is by Soleymani et al. [6], and is given as

$$
\begin{align*}
y_{n}= & x_{n}-\left(\frac{2}{3}\right)\left(\frac{f\left(x_{n}\right) f^{\prime}\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)^{2}-f\left(x_{n}\right) f^{\prime \prime}\left(x_{n}\right)}\right)  \tag{43}\\
x_{n+1}= & y_{n}-\left[2^{-3}\left(17-16 w_{n}+7 w_{n}^{2}\right) \times\right. \\
& \left(\left(\frac{f\left(x_{n}\right)\left(2 f^{\prime}\left(x_{n}\right)+t_{n} f^{\prime \prime}\left(x_{n}\right)\right)}{f^{\prime}\left(x_{n}\right)^{2}}\right)\right. \\
& \left.\left.+t_{n}\left(v_{n}-2\right)\right)\right]\left(2-2 v_{n}\right)^{-1} \tag{44}
\end{align*}
$$

where $t_{n}=x_{n}-y_{n}$ and $u_{n}, v_{n}, w_{n}$ are given by (40), (41), (42) respectively.

## 5. Numerical Results

We present the numerical results obtained by employing the iterative methods (6), (7), (36), (38), (40), (45) to solve
some nonlinear equations with unknown multiplicity $m$. To demonstrate the performance of the new fourth order iterative method, we use ten particular nonlinear equations. The performance obtained by each of the methods is displayed in the following tables. In fact, the errors displayed are of absolute value and insignificant approximations by the various methods have been omitted in the following tables.

The new fourth-order method requires five function evaluations and has the order of convergence four. To determine the efficiency index of the new method, definition 3 will be used. Hence, the efficiency index of the new method given by (7) is $\sqrt[5]{4} \approx 1.320$, which is better than the Thukral fourth-order methods given by (36) and (38) and the Soleymani et al methods (40) and (45), $\sqrt[6]{4}=\sqrt[3]{2} \approx 1.260$. The efficiency index of the Thukral third-order method (6) is $\sqrt[4]{3} \approx 1.316$, whereas the efficiency index of the Schroder second-order method (5) is $\sqrt[3]{2} \approx 1.260$. The test functions, multiplicity $m$ and their exact root $\alpha$ are displayed in table 1. The difference between the root $\alpha$ and the approximation $x_{n}$ for test functions with initial guess $x_{0}$ are displayed in table 2 . Table 2 shows the absolute errors obtained by each of the iterative methods described, we see that the new fourth order method is producing better results than the established methods. Furthermore, the computational order of convergence is displayed in table 3. In fact, $x_{n}$ is calculated by using the same total number of function evaluations for all methods.

Table 1. Test functions, multiplicity $m$, root $\alpha$ and initial guess $x_{0}$

| Functions | $\mathbf{m}$ | Roots | Initial guess |
| :---: | :---: | :---: | :---: |
| $f_{1}(x)=\left(x^{3}+4 x^{2}-10\right)^{m}$ | $m=5$ | $\alpha=1.365230 \ldots$ | $x_{0}=1$ |
| $f_{2}(x)=x^{12}+7 x+1$ | $m=2$ | $\alpha=-1.378240 \ldots$ | $x_{0}=-1.5$ |
| $f_{3}(x)=\left(\ln (x+1)+x^{3}\right)^{m}$ | $m=3$ | $\alpha=0$ | $x_{0}=-0.2$ |
| $f_{4}(x)=(\exp (x)+x-2)^{m}$ | $m=11$ | $\alpha=0.442854 \ldots$ | $x_{0}=0.25$ |
| $f_{5}(x)=(\cos (x)-x)^{m}$ | $m=15$ | $\alpha=0.739085 \ldots$ | $x_{0}=0.5$ |
| $f_{6}(x)=\left(\sin (x)^{2}-x^{2}+1\right)^{m}$ | $m=101$ | $\alpha=1.404491 \ldots$ | $x_{0}=1$ |
| $f_{7}(x)=\left(e^{-x^{2}}-e^{x^{2}}-x^{8}+10\right)^{m}$ | $m=50$ | $\alpha=1.239417 \ldots$ | $x_{0}=1.4$ |
| $f_{8}(x)=\left(5 x^{4}-4 x^{3}+3 x^{2}-2 x-1\right)^{m}$ | $m=7$ | $\alpha=-0.296566 \ldots$ | $x_{0}=-0.25$ |
| $f_{9}(x)=\left(\tan (x)-e^{x}-1\right)^{m}$ | $m=20$ | $\alpha=1.371045 \ldots$ | $x_{0}=1.2$ |
| $f_{10}(x)=(\ln (x+3)-2 x-1)^{m}$ | $m=100$ | $\alpha=0.0590526 \ldots$ | $x_{0}=0.333 \ldots$ |

Table 2. Comparison of iterative methods

| $f_{i}$ | (6) | $\mathbf{( 3 6 )}$ | $\mathbf{( 3 8 )}$ | $\mathbf{( 4 0 )}$ | (45) | (7) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{1}$ | $0.183 \mathrm{e}-22$ | $0.121 \mathrm{e}-44$ | $0.365 \mathrm{e}-45$ | $0.859 \mathrm{e}-40$ | $0.240 \mathrm{e}-49$ | $0.150 \mathrm{e}-57$ |
| $f_{2}$ | $0.170 \mathrm{e}-18$ | $0.102 \mathrm{e}-9$ | $0.288 \mathrm{e}-24$ | - | - | $0.111 \mathrm{e}-52$ |
| $f_{3}$ | $0.187 \mathrm{e}-15$ | $0.831 \mathrm{e}-55$ | $0.295 \mathrm{e}-33$ | $0.298 \mathrm{e}-30$ | $0.236 \mathrm{e}-38$ | $0.328 \mathrm{e}-41$ |
| $f_{4}$ | $0.979 \mathrm{e}-32$ | $0.505 \mathrm{e}-80$ | $0.167 \mathrm{e}-71$ | $0.251 \mathrm{e}-70$ | $0.826 \mathrm{e}-75$ | $0.279 \mathrm{e}-85$ |
| $f_{5}$ | $0.384 \mathrm{e}-26$ | $0.377 \mathrm{e}-76$ | $0.560 \mathrm{e}-61$ | $0.138 \mathrm{e}-80$ | $0.274 \mathrm{e}-74$ | $0.115 \mathrm{e}-126$ |
| $f_{6}$ | $0.199 \mathrm{e}-18$ | $0.172 \mathrm{e}-46$ | $0.541 \mathrm{e}-38$ | $0.277 \mathrm{e}-47$ | $0.932 \mathrm{e}-56$ | $0.134 \mathrm{e}-64$ |
| $f_{7}$ | $0.187 \mathrm{e}-12$ | $0.206 \mathrm{e}-20$ | $0.387 \mathrm{e}-22$ | $0.297 \mathrm{e}-16$ | $0.734 \mathrm{e}-20$ | $0.180 \mathrm{e}-15$ |
| $f_{8}$ | $0.337 \mathrm{e}-36$ | $0.752 \mathrm{e}-71$ | $0.675 \mathrm{e}-75$ | $0.670 \mathrm{e}-64$ | $0.530 \mathrm{e}-71$ | $0.151 \mathrm{e}-80$ |
| $f_{9}$ | $0.128 \mathrm{e}-11$ | $0.947 \mathrm{e}-22$ | $0.144 \mathrm{e}-21$ | $0.404 \mathrm{e}-17$ | $0.371 \mathrm{e}-20$ | $0.144 \mathrm{e}-27$ |
| $f_{10}$ | $0.457 \mathrm{e}-47$ | $0.320 \mathrm{e}-150$ | $0.216 \mathrm{e}-119$ | $0.253 \mathrm{e}-127$ | $0.267 \mathrm{e}-128$ | $0.158 \mathrm{e}-102$ |

Table 3. Performance of computational order of convergence

| $f_{i}$ | (6) | (36) | (38) | (40) | (45) | (7) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{1}$ | 2.8695 | 3.9998 | 4.0002 | 3.9997 | 4.0001 | 4.0000 |
| $f_{2}$ | 2.7952 | 3.7361 | 4.0210 | 1.8223 | 7.3472 | 3.9997 |
| $f_{3}$ | 3.0002 | 3.9994 | 3.9965 | 3.9831 | 3.9966 | 4.0012 |
| $f_{4}$ | 2.9999 | 4.0000 | 4.0000 | 4.0000 | 4.0000 | 4.0000 |
| $f_{5}$ | 2.9003 | 4.0000 | 4.0000 | 3.9684 | 4.0000 | 4.9821 |
| $f_{6}$ | 2.8056 | 3.9999 | 4.0009 | 4.0000 | 3.9341 | 3.9508 |
| $f_{7}$ | 2.9790 | 3.9684 | 3.9803 | 3.9300 | 3.9705 | 4.0683 |
| $f_{8}$ | 3.0000 | 4.0000 | 4.0000 | 4.0000 | 4.0000 | 4.0000 |
| $f_{9}$ | 2.9360 | 3.9636 | 3.9611 | 3.9150 | 3.9541 | 3.9851 |
| $f_{10}$ | 2.9681 | 4.0000 | 4.0000 | 4.0000 | 4.0000 | 4.0000 |

## 6. Remarks and Conclusions

A new fourth-order iterative method for solving nonlinear equations with multiple roots has been introduced. We have shown analytically that the new method has fourth-order of convergence. The prime motive for presenting the new method was to establish a higher order of convergence method than the existing third order method [8] and improve the efficiency of the fourth-order methods given [5, 6, 9]. The effectiveness of the new fourth-order method is examined by showing the accuracy of the multiple roots of several nonlinear equations. After extensive experimentation, it can be concluded that the convergence of the new fourth-order method is remarkably fast and is very
competitive with other similar methods. We have shown numerically and verified the efficiency of the new iterative method.
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