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Abstract  Fisher’s equation is very useful in modeling phenomena in neurophysiology, population dynamics and 
chemical kinetics. In this paper, a solution of this equation is obtained by utilizing Daftardar-Gejji and Jafari method (DJM). 
The comparison of our solution with the exact solution and those obtained by Adomian decomposition method (ADM) shows 
that the DJM is more accurate than ADM. 
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1. Introduction 
Various natural systems are modeled by partial differential 

equations and most of them are nonlinear. However, solving 
such nonlinear equations is not easier, in general. Therfore, 
investigating different efficient methods to solve such 
equations is an important topic of research. 

In [1], Fisher introduced a partial differential equation 
( , ) = ( , ) ( ),t xxu x t au x t f u+  

describing a mutation occuring in a population distrbuted 
in a linear habitat. A particular case of this equation 

( , ) = ( , ) ( , )(1 ( , )),t xxu x t au x t bu x t u x t+ −         (1) 

where a  is the diffusion coefficient and b  is the reactive 
factor is known as Fisher's equation. The nonlinear 
reaction-diffusion equations of this form are used to model 
various phenomena. Canosa [2, 3] used this equation to 
model the behavior of neutron population in a nuclear reactor. 
A similar equation was derived by Zeldowitsch and Frank- 
Kamenetzki [4] in the theory of thermal propagation of flame. 
The equation (1) also occurs in logistic population growth 
[5], autocatalytic chemical reactions [6] and Brownian 
motion [7]. 

The Laurent series expantion was utilised by Ablowitz and 
Zepetella [8] to solve equation (1). Wang [9] used 
transformations 2/=u w α  to derive solution of generlized 
Fisher's equation. Further, the solution was obtained by 
Hariharan et al. [10] by using Haar wavelet method. The 
traveling wave  solution of  equation (1)  in two  spatial  
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dimensions was dicussed by Tyson and Brazhnik [11]. Tang 
and Weber [12] developed a numerical scheme to solve this 
equation. The Adomian decomposition method (ADM) was 
used to solve equation (1) in [13]. 

A new iterative method was introduced by Daftardar-Gejji 
and Jafari (DJM) [14] in 2006 for solving functional 
equations. The DJM has been used to solve nonlinear 
equations such as fractional differential equations [15], 
partial differential equations [16], boundary value problems 
[17, 18], evolution equations [19], system of nonlinear 
functional equations [20] and so on. The method is 
successfully employed to solve Newell-Whitehead-Segel 
equation [21], fractional-order logistic equation [22] and 
some nonlinear dynamical systems [23] also. Recently DJM 
has been used to generate new numerical methods [24-26] 
for solving differential equations.  

The Adomian decomposition method (ADM) [27] 
introduced and developed by George Adomian is another 
useful method for solving nonlinear problems. The method is 
employed to solve nonlinear integro-differential equations in 
[28]. The reaction-convection-diffusion equation arising in 
chemistry was successfully solved using ADM in [29]. 
Wazwaz used ADM to solve boundary value problem [30], 
Kadomtsev-Petviashvili equation [31], partial differential 
equations [32] and diffusion equations [33]. Recently Jafari 
[34] used ADM and DJM to solve time–fractional 
Klein-Gordon type equation.  

The paper is organized as follows:  
The DJM and ADM are described briefly in Section 2. The 

convergence results for DJM are described in section 3. 
Application of DJM to solve Fisher’s equation is discussed 
in Section 4. Section 5 deals with different types of 
illustrative examples and conclusions are summarized in 
Section 6. 
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2. Methods 
2.1. Daftardar-Gejji and Jafari Method 

In this section we describe a Daftardar-Gejji and Jafari 
Method (DJM) [14], which is useful for solving the 
equations of the form  

= ( ) ( ),u f L u N u+ +                 (2) 

where f  source term, L  and N  are linear and 
nonlinear operators respectively. Suppose  

=0
= .i

i
u u

∞

∑                        (3) 

is the DJM solution for the Eq.(2). 
The nonlinear operator N  in Eq.(2) is decomposed as:  
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where 0 0= ( )G N u  and ( ) ( ){ }1

=0 =0
= i i

i j jj j
G N u N u−

−∑ ∑ , 

1i ≥ . 
Since L  is linear, using equations (3) and (4) in Eq.(2), 

we get 

=0 =0 =0
= ( ) .i i i

i i i
u f L u G

∞ ∞ ∞

+ +∑ ∑ ∑  

Thus, the DJM series terms are generated as below:  

0 1= , = ( ) , = 0,1, 2, .m m mu f u L u G m+ +      (5) 

2.2. Adomian Decomposition Method 
The ADM solution of equation (2) takes the same form as 

(3). The nonlinear operator N  in equation (2) was 
decomposed by Adomian [27] as 
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= ,i i
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are called as Adomian polynomials. 
Equation (2) becomes  

=0 =0 =0
= ( ) .i i i

i i i
u f L u A

∞ ∞ ∞

+ +∑ ∑ ∑            (7) 

From Eq.(8), the ADM series terms are generated as 
bellow:  

0 = ,u f  

1 1= ( ) , = 1, 2, .m m mu L u A m− −+            (8) 

3. Convergence of DJM 

The following convergence results for DJM are described 
by Daftardar-Gejji and Bhalekar [35].  

Theorem 1.  If N  is ( )C ∞  in a neighborhood of 0u  

and ( )
0( )nN u L≤ , for any n  and for some real > 0L  

and 1<iu M
e

≤ , = 1, 2, ,i   then the series 
=0 nn

G∞∑  is 

absolutely convergent to N  and moreover, 
1 ( 1), = 1, 2, .n n

nG LM e e n−≤ −   

Theorem 2.  If N  is ( )C ∞  and ( ) 1
0( )nN u M e−≤ ≤ , 

n∀ , then the series 
=0 nn

G∞∑  is absolutely convergent to 
N .  

4. Applications 
Eq.(1) with initial condition ( , 0) = ( )u x f x  can be 

written equivalently as 
2

0
= ( ) ( ) .

t t

xx o
u f x au bu dt b u dt+ + −∫ ∫          (9) 

This Eq.(9) is of the form Eq.(2), with 

0
( ) = ( )

t

xxL u au bu dt+∫ and 2

0
( ) =

t
N u b u dt− ∫ .  (10) 

Using Eq.(5), the DJM series terms are generated as 
bellow:  

0 = ,u f                         (11) 

2
1 0 0 00 0

= ( ( ) ) ,
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5. Illustrative Examples 
Example 5.1 Consider the Fisher’s equation [13] 

( , ) = ( , ) 6 ( , )(1 ( , )),t xxu x t u x t u x t u x t+ −  with  

2

1( , 0) =
(1 )xu x

e+
                    (14) 

The equivalent integral equation is  

2
2 0 0

1= ( 6 ) 6 .
(1 )

t t
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e
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0 2

1= ,
(1 )xu

e+ ( ) ( ) ( ) ( )
2

1 4 4 3 2

6 6 2 6= ,
1 1 1 1

x x

x x x x

t e eu t
e e e e

 
 − + − +
  + + + + 

 



American Journal of Computational and Applied Mathematics 2016, 6(3): 123-127 125 

( ) ( ) ( ) ( )
2 2 4 2 2

2 4 6 6 5

6 60 60 12=
1 1 1 1

x x x

x x x x

t e t e t e tu
e e e e

− + +
+ + + +

( ) ( ) ( ) ( )
3 2 2 2 2 2

5 4 4 3

72 18 57 13

1 1 1 1

x x x

x x x x

e t t e t e t

e e e e
− − + −

+ + + +

( )
( ) ( )( )

( )

3 3
2

2 6

1 1 (1 10 )18 ,
1 5 1

x x x

x x

e e e tt

e e

− − + + + +
+ −

+ +

( ) ( )( )
( )

3 3

3 6

1 1 (1 10 )
= ,

5 1

x x x

x

e e e t
u

e

− − + + + +
+

+


 

and so on 
The four-term DJM approximate solution of Eq.(14) is 

( ) ( ) ( ) ( )
2

2 4 3 2

1 6 2 6=
1 1 1 1

x x

x x x x

e eu t
e e e e

 
 + − +
  + + + + 

( ) ( )
2 2 4 2

6 6

60 60 .
1 1

x x

x x

e t e t

e e
− + +

+ +


The exact solution of Eq.(14) is 

( 5 ) 2

1( , ) = .
(1 )x tu x t

e −+
         (16) 

The four-term ADM approximate solution of Eq.(14) is 
described in [13] as  
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We compare 4-term DJM solution and ADM solution with 
exact solution in Fig.1 and Fig.2. It is observed that DJM 
solution is very well in agreement with exact solution. 

Figure 1.  Comparison of solutions of Eq.(14) 

Figure 2.  Comparison for x = 1 

Example 5.2 Consider the Fisher’s equation [13] 

( , ) = ( , ) ( , )(1 ( , )),t xxu x t u x t u x t u x t+ −

( , 0) =u x λ        (17) 

The equivalent integral equationis 
2

0 0
= ( ) .

t t

xxu u u dt u dtλ + + −∫ ∫          (18) 

0 = ,u λ  
2

1 = ,u t tλ λ−

( )3 22 2 2
2

2

1 ( 1 ( 1 ))
=

2 2 3( 1 )

tt tu t
λ λλ λλ

λ
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and so on. 
The Five-term DJM solution of Eq.(17) is 

2 2 2
31= ( 1 )

2 2 12
t tu t tλ λλ λ λ+ + − − − +

(2 ( 4 ( 1 )) ) .tλ λ λ+ − + − + −  

The exact solution of Eq.(17) is ( , ) = .
1

t

t

eu x t
e

λ
λ λ− +

      

The Five-term ADM solution of Eq.(17) is described in 
[13] as  

21= (1 ) (1 2 )(1 )
2

u t tλ λ λ λ λ λ+ − + − − ( )3 21 (1 ) 1 6 6
6

t λ λ λ λ+ − − +

( )4 21 (1 2 )(1 ) 1 12 12 .
24
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We compare these approximate solutions with exact 
solution in Fig.3 and Fig.4. It can be observed that DJM 
solution matches with exact solution. 

Figure 3.  Comparison of solutions of Eq.(17) 
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Figure 4.  Comparison for 2λ =  

Example 5.3 Consider Fisher type nonlinear diffusion 
equation [13] 

( , ) = ( , ) ( , )(1 ( , ))( ( , ) ),t xxu x t u x t u x t u x t u x t a+ − −

2

1( , 0) = , 0 1.

1
xu x a

e
−

< <

+

               (20) 

The equivalent integral equation is  

( )2 3

0 0
= ( ) (1 ) .

t t

xxu u au dt a u u dtλ + − + + −∫ ∫    (21) 

We compare 4-term DJM and ADM solutions [13] of 
Eq.(20) with exact solution in Fig.5 and Fig.6. It can be 
concluded that DJM solution is more accurate than ADM 
solution in this case also.  

 

Figure 5.  Comparison of solutions of Eq.(20) 

 

Figure 6.  Comparison for = 0.5a  

6. Conclusions 
It is observed that Daftardar-Gejji and Jafari Method 

(DJM) is a simple but powerful technique used to solve 
Fisher's equations. The approximate solutions obtained using 
few series terms of DJM produce better results as compared 
with Adomian decomposition method. 
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