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Abstract  Image registration methods based on mutual information criteria have been widely used in monomodal medi-
cal image registration and have shown promising results. Feature-based registration is an efficient technique for clinical use, 
because it can significantly reduce computational costs. In general, the majority of registration methods consist of the fol-
lowing four steps: feature extraction, feature matching, transformation of the models and, finally, resampling the image. It 
was noted that the accuracy of the registration process depends on matching a feature and control points (CP) detection. 
Therefore in this paper has been to rely on this feature for magnetic resonance image (MRI) monomodal registration. We 
have proposed to extract the salient edges and extracted a CP of medical images by using efficiency of multiresolution rep-
resentation of data nonsubsampled contourlet transform (NSCT). The MR images were first decomposed using the NSCT, 
and then Edge and CP were extracted from bandpass directional subband of NSCT coefficients and some proposed rules. 
After edge and CP extraction, mutual information (MI) was adopted for the registration of feature points and translation 
parameters are calculated by using particle swarm optimization (PSO). We implement experiments to evaluate the per-
formance of the NTSC and MI similarity measures for 2-D monomodal registration. The experimental results showed that 
the proposed method produces totally accurate performance for MRI monomodal registration. 

Keywords  Monomodal Registration, Feature-Based Registration, Mutual Information, Nonsubsampled Contourlet 
Transform (NSCT), Particle Swarm Optimization (PSO) 

 

1. Introduction 
Monomodal image registration in medical images is one 

helpful technique. It is a problem of major interest in almost 
all applications in medical image processing and clinical 
applications. For example, surgical planning, image guided 
surgery, surgery simulation, radiotherapy, disease monitor-
ing, longitudinal studies, pathology survey, control, medical 
treatment, post-operative control and many other applica-
tions in diagnosis and therapy. It is based essentially on the 
similarity criterion measurement because it defines the ob-
jective criterion used to estimate registration quality between 
the homologous structures of images. Brain’s imaging is 
particularly essential as well for the knowledge of the func-
tional and/or pathological processes, as for the improvement 
of adapted strategies of treatment. The technique of mono-
modal feature-based registration of serial magnetic reso-
nance scans its application to neuropsychiatric disorders,  
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such as schizophrenia, depression and Huntington's 
disease[1]. Thus, these last years, many researchers pre-
dictable the need to develop treatment tools in order to assist 
the expert in his diagnosis choice[1-3]. Generally, it is a 
clinical aided system dedicated to make the assessment. For 
example, in neurosurgery it is currently helpful to identify 
tumors with magnetic resonance images (MRI). 

Previous work on medical image registration can be 
characterized based on the used image information into 
intensity-based methods and feature-based[4]. The first class 
utilizes an image intensity to estimate the parameters of a 
transformation between two images using an approach in-
volving all pixels of the image. In contrast, the second class 
does not work directly with image intensity values and rely 
on establishing feature correspondence between the two 
images. The feature-based matching algorithm may be per-
formed by iterative closest point (ICP) algorithms[5] or by 
optimizing deformable models[6]. These methods, firstly, 
uses feature matching techniques to determine correspond-
ing feature pairs from the two images, and then compute the 
geometric transformation relating them. 

The accuracy of a registration algorithm is consequently, 
affected by the segmentation and feature extraction algo-
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rithms[4]. Researching and exploring a more accurate and 
faster registration algorithm is a very important domain. The 
main advantage of feature-based method, where a matching 
algorithm is sought between corresponding objects within 
the images, is approximately invariance for the intensity 
characteristics of the pixels. This method is sensitive to the 
error of feature extraction and matching[7]. Wavelet bases 
are commonly used to generate features for image registra-
tion to handle the accurate feature extraction[8-9]. Nonsub-
sampled contourlet transform (NSCT) can be able to capture 
significant image features across spatial and directional 
resolutions[10-11]. It is ordinary to ask whether mutual 
information can play a comparable role in feature-based 
matching as well. Rangarajan[12] demonstrates that mutual 
information can be utilized to parameterize and solve the 
correspondence problem in feature-based registration. 

 
(a) 

 
(b) 

Figure 1.  (a) Nonsubsampled contourlet transform NSCT. (b) Resulting 
frequency division 

In this paper, MR image monomodal registration has been 
presented based on NSCT, MI and PSO. The medical images 
were first decomposed using the NSCT, then edge and CP 
were extracted from bandpass directional subband of NSCT 
coefficients and some adjacent rules. After edge and CP 
extraction, mutual information was adopted for the registra-
tion of feature points and transformation parameters are 
calculated by using particle swarm optimization (PSO). 
There are three main steps carried out for proposed fea-
ture-based image registration, edge detection using NSCT 
transform, optimization the MI based on particle swarm 
optimization and transformation parameters estimation. The 

experimental results demonstrate the robustness, efficiency 
and accuracy of the algorithm. 

2. Nonsubsampled Contourlet   
Transform 

Do and Vetterli developed a true 2-D image representation 
method, namely, the contourlet transform[13], which is 
achieved by combining the Laplacian pyramid (LP)[14] and 
the directional filter bank (DFB)[15]. Compared with the 
traditional wavelet, contourlet transform can represent edges 
and other singularities along curves much more efficiently 
due to ability to multi-direction and anisotropy. However, 
the contourlet transform lacks the shift-invariance, which is 
desirable in many image applications. In 2006, Cunha et al. 
[10] proposed the NSCT which is a fully shift-invariant 
version of the contourlet, and multidirectional expansion that 
has a fast implementation. The NSCT eliminates the down-
samplers and the upsamplers during the decomposition and 
the reconstruction of the image; instead, it is built ahead the 
nonsubsampled pyramids filter banks (NSPFBs) and the 
nonsubsampled directional filter banks (NSDFBs). The 
NSPFB, employed by the NSCT, is a two-channel nonsub-
sampled filter bank (NFB). The NSCT is obtained by care-
fully combining the NSPFB and the NSDFB [10], as shown 
in Figure 1. 

3. The Proposed Registration Algorithm 
Given two images, IR (defined as a reference image) and IU 

(defined as a unaligned image) to match the reference image, 
the goal of image registration is to fix the unaligned image 
into the coordinate system of the reference image and to 
make corresponding coordinate points in the two images fit 
the same geographical location. In this section, we present 
the registration algorithm. There are three main steps carried 
out for registration. 

3.1. Edge Detection using NSCT Transform 
In order to extract two sets of feature points, CP1i 

(i=1,2,…N1)and CP2i (i=1,2,…N2) from the reference and 
the unaligned images respectively, a NSCT-based feature 
points extraction method is employed. The method can be 
summarized by the following steps: 

Step 1: Compute the NSCT coefficients of both reference 
and unaligned images for J-levels. 

Step 2: Using only bandpass directional subband coeffi-
cients, compute the maximum magnitude of all directional 
subbands at a specific level J, where it’s contained all high 
frequency that can be extracted edges. This call 
“NSCT-maxima image. At this step we get NSCT- maxima 
reference image and NSCT- maxima unaligned image. 

Step 3: Control points CP is found by applying a threshold 
procedure 𝑇𝑇ℎ𝑗𝑗  to both NSCT-maxima reference and un-
aligned image respectively. Using[12,16] following rule: 

𝑇𝑇ℎ𝑗𝑗  =  𝑐𝑐 (𝜎𝜎𝑗𝑗  +  𝜇𝜇𝑗𝑗 )                  (1) 
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where, c is a constant defined by the user and 𝜎𝜎𝑗𝑗  and 𝜇𝜇𝑗𝑗  are 
the standard deviation and mean of the NSCT maxima image. 
A low standard deviation indicates to be very close to the 
same value (the mean), while high standard deviation indi-
cates that the data are spread out over a large range of values. 

Step 4: The locations of the obtained threshold NSCT 
-maxima CP1i (i=1,2,…N1) and CP2i (i=1,2,…N2) are taken 
as the extracted feature points. where CP1i , CP2i are the 
coordinates and N1,N2 are the number of feature points. An 
example of the feature points detected is shown in Figure 4. 

3.2. Optimizing the MI Based on Particle Swarm    
Optimization 

After the feature points of two images have been extracted, 
mutual information (MI) is employed as a similarity measure 
to be optimized. Since MI made its entrance into the field of 
medical image registration, it has been adopted by a large 
number of researchers[17-19]. Let 𝑋𝑋𝑖𝑖 = {𝑋𝑋𝑖𝑖 , 𝑖𝑖 = 1, … , 𝑁𝑁1} 
be points of NSCT-maxima reference image and 𝑌𝑌𝑗𝑗 =
�𝑌𝑌𝑗𝑗 , 𝑗𝑗 = 1, … , 𝑁𝑁2�  be points of NSCT-maxima unaligned 
image. The mutual information between the point-sets is a 
function of the joint probability as follows: 

MI(𝑋𝑋, 𝑌𝑌) = ∑ ∑ 𝑃𝑃𝑖𝑖𝑖𝑖 𝑙𝑙𝑙𝑙𝑙𝑙
𝑃𝑃𝑖𝑖𝑖𝑖

∑ 𝑃𝑃𝑘𝑘𝑘𝑘𝑁𝑁1
𝑘𝑘=1 ∑ 𝑃𝑃𝑖𝑖𝑖𝑖𝑁𝑁2

𝑙𝑙=1

𝑁𝑁2
𝑗𝑗=1

𝑁𝑁1
𝑖𝑖=1       (2) 

The implementation of MI are discussed particularly in 
[12]. The joint probability 𝑃𝑃𝑖𝑖𝑖𝑖  is the association probability 
between indices. For instance, if picked point 2 from X and 
point 9 from Y, 𝑃𝑃29 would be a measure of association or 
correspondence between those two point features. Then, the 
distance measure between X and Y is: 

𝐷𝐷(𝑇𝑇) = ∑ �𝑋𝑋𝑖𝑖 − 𝐓𝐓𝑌𝑌𝑗𝑗 �
2𝑁𝑁1,𝑁𝑁2

𝑖𝑖,𝑗𝑗=1               (3) 
where T is the spatial mapping (rigid, similarity, affine). The 
overall point matching distance is: 

𝐸𝐸(𝑃𝑃, 𝑻𝑻) = ∑ ∑ 𝑃𝑃𝑖𝑖𝑖𝑖 𝐷𝐷𝑖𝑖𝑖𝑖𝑁𝑁2
𝑗𝑗=1

𝑁𝑁1
𝑖𝑖=1 (𝑇𝑇)        (4) 

A well known method of estimating probability distribu-
tions is the method of maximum entropy[12]. Also, note that 
under a good spatial mapping, the distance measure 𝐷𝐷𝑖𝑖𝑖𝑖  
should be small for homologies and large for 
non-homologies. The maximum entropy method attempts to 
maximize the number of correspondence possibilities while 
being constrained by the expected point matching.  

The solution for the joint probability 𝑃𝑃𝑖𝑖𝑖𝑖 (𝐓𝐓) is: 

𝑃𝑃𝑖𝑖𝑖𝑖 (𝐓𝐓) =
exp �−𝛼𝛼𝐷𝐷𝑖𝑖𝑖𝑖 (𝐓𝐓)�

∑ exp �−𝛼𝛼𝐷𝐷𝑖𝑖𝑖𝑖 (𝐓𝐓)�𝑖𝑖,𝑗𝑗
               (5) 

where 𝛼𝛼 is Lagrange parameter enforcing the constraints on 
the expected value of the point matching distance measure 
and the probability sum respectively. Now, instead of ob-
taining the joint probability 𝑃𝑃𝑖𝑖𝑖𝑖  via a maximum entropy 
approach and subsequently maximizing the mutual infor-
mation, the estimate of the joint probability is directly in-
fluenced by the mutual information. 

The spatial mapping parameters T can be solved by Par-
ticle Swarm Optimization (PSO). In optimization process, at 
each time step n, the joint probability update equation sim-
plifies to: 

𝑃𝑃𝑖𝑖𝑖𝑖
(𝑛𝑛) =

�
𝑃𝑃𝑖𝑖𝑖𝑖
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  (6) 

where k >0 is a new parameter which acts as a weight on the 
mutual information. The overall proposed algorithm is de-
scribed in the pseudo-code Figure 2. 

The feature points of two images have been extracted using NSCT 
Set T to zero, ijP  to min and   to min  
Begin A: Do A until .max   
    Begin B: Do B until change in T is very small.  

1. Distance measure computation equation (3) 
2. Joint probability updates equation (6) 
3. Update T using a PSO 

    End B 
Increase   according to an “annealing” schedule 

End A 
Figure 2.  The overall proposed algorithm is described in the pseudo-code 

Particle Swarm Optimization was introduced by[20] as an 
alternative to genetic algorithms. The origin of the PSO was 
based on the social behavior of the animals, such as bird 
flocking. Several researchers have analyzed the performance 
of the PSO with different settings[8,9,21,22]. The PSO 
technique has ever since turned out to be a challenger in the 
field of numerical optimization. In PSO, each solution of 
problem, called particle, flies in the D-dimensional space 
with the velocity dynamically adjusted according to the 
individual information and population information. PSO 
algorithm is implemented to optimize the objective function 
of MI(𝑋𝑋, 𝑌𝑌). The Basic PSO algorithm consists of the ve-
locity: 

𝑣𝑣𝑖𝑖(𝑘𝑘 + 1) =  𝑣𝑣𝑖𝑖(𝑘𝑘 )  + 𝛾𝛾1𝑖𝑖�𝑝𝑝𝑖𝑖 − 𝑥𝑥𝑖𝑖(𝑘𝑘)� + 𝛾𝛾2𝑖𝑖 �𝑝𝑝𝑔𝑔 −
𝑥𝑥𝑖𝑖𝑘𝑘                        (7) 

and position 
𝑥𝑥𝑖𝑖(𝑘𝑘 + 1) = 𝑥𝑥𝑖𝑖(𝑘𝑘) + 𝑣𝑣𝑖𝑖(𝑘𝑘 + 1) 

where, 𝑖𝑖 is particle index, 𝑘𝑘 is discrete time index, 𝑣𝑣𝑖𝑖  is 
velocity of ith particle, 𝑥𝑥𝑖𝑖  is position of ith particle, 𝑝𝑝𝑖𝑖  is best 
position found by ith particle (personal best), 𝑝𝑝𝑔𝑔  is best po-
sition found by swarm (global best, best of personal bests) 
and 𝛾𝛾1𝑖𝑖 , 𝛾𝛾2𝑖𝑖  are random numbers on the interval[0,1] ap-
plied to ith particle. 

The PSO can be easily extended[8,21]. By assuming a set 
of m particles in D-dimensional searching space, in which 
the first particle stands for a D-dimensional vector 𝑥⃑𝑥𝑖𝑖 =
(𝑥𝑥𝑖𝑖1, 𝑥𝑥𝑖𝑖2, … , 𝑥𝑥𝑖𝑖𝑖𝑖), i = 1, … . m, it is the position of 𝑥⃑𝑥𝑖𝑖 . In other 
terms, every position is a prospective resolution. The cor-
responding value is obtained when 𝑥⃑𝑥𝑖𝑖  is set to the target 
function. Set the present optimal position of the first particle 
is 𝑝𝑝𝑖𝑖 = (𝑝𝑝𝑖𝑖1, 𝑝𝑝𝑖𝑖2, … , 𝑝𝑝𝑖𝑖𝑖𝑖), 𝑖𝑖 = 1, … .𝑚𝑚 . The present optimal 
position of the swarm is  𝑝𝑝���⃑ 𝑔𝑔 = �𝑝𝑝𝑔𝑔1, 𝑝𝑝𝑔𝑔2, … , 𝑝𝑝𝑔𝑔𝑔𝑔�, 𝑖𝑖 =
1, … .𝑚𝑚. Operating the particles with the formulas: 

𝑣𝑣𝑖𝑖(𝑘𝑘 + 1) =  ∅(𝑘𝑘)𝑣𝑣𝑖𝑖(𝑘𝑘 )  + 𝛼𝛼1 [𝛾𝛾1𝑖𝑖�𝑝𝑝𝑖𝑖 − 𝑥𝑥𝑖𝑖(𝑘𝑘)�]  +
𝛼𝛼2[𝛾𝛾2𝑖𝑖(𝑝𝑝𝑔𝑔 − 𝑥𝑥𝑖𝑖(𝑘𝑘))]           (8) 

where, ∅ is inertia function, 𝑖𝑖 = 1, … .𝑚𝑚 and 𝛼𝛼1,2  is non-
negative acceleration constants. 𝑣𝑣𝑖𝑖 ∈ [−𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚 , 𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚 ] where, 
 𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚   is a constant value and it is set by the user. The ending 
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condition of the iteration is essentially decided by the largest 
iteration or the threshold of the optimal position of the par-
ticles. By taking MI, this is depending on the parameters as 
the value of the target function. 

3.3. Transformation Parameters Estimation 

Image geometrical deformation has many different ways 
of description[7]. The linear transformations which are a 
combination of rotation {𝜃𝜃}, scaling �𝑠𝑠𝑥𝑥 , 𝑠𝑠𝑦𝑦 � and translation 
�𝑡𝑡𝑥𝑥 ,  𝑡𝑡𝑦𝑦� are the most common one. Linear transformations 
are global in nature, thus not being able to model local de-
formations. Generally, shearing components are not needed 
for registration, so that in this case the linear transformation 
is an affine one. Each parameter was chosen independently 
and uniformly from the possible ranges. Given the two sets 
of corresponding feature point coordinates optimum CP, the 
estimation of the transformation parameters, required to 
transform the unaligned image into its original size, direction, 
and position. The mutual information alignment algorithm 
was executed almost exactly as described in the previous 
section. The proposed feature-based image registration al-
gorithm is illustrated in Figure 3. 

4. Numerical Experiments 
To validate the registration systems, numerous experi-

ments were conducted. Ninety subjects of human brain im-
ages are selected from Hospital Universiti Sains Malaysia 
(HUSM). Table 1 is shows only ten subjects. MRI image is 
used as reference and subject images as unaligned. The im-
ages have the resolution (x= 256, y=256 and z=20-24) with 
256-level grayscale and voxel size (x=1.25, y=1.25 and z=5 
mm). Subject images were synthetically generated by ad-
justing the transformation parameters relative to the refer-
ence image �𝑡𝑡𝑥𝑥  ,  𝑡𝑡𝑦𝑦 , θ, 𝑠𝑠𝑥𝑥  ,  𝑠𝑠𝑦𝑦 � are translating, rotating and 
scaling in x, y directions. Table 1, is indicating the spatial 
relations between the reference image and subject images. 

Registration systems were implemented in MATLAB soft-
ware package and tested on an Intel core 2 Duo, 2.53 GHz. 
The experiment was implemented according to the following 
settings: The NSCT decomposition of images, performed 
using the NSCT Matlab toolbox, was carried out with a 
level=[0,1,3] directional filter bank decomposition levels at 
each pyramidal level (from coarse to fine scale) and c=1.8. 
An experimental result was compared with the method[12] 
based on canny edge method. A registration results for canny 
edge extraction and NSCT edge extraction is shown in Fig-
ure 4. 

Registration settings: For the both canny edge extraction 
and NSCT edge extraction. The initial transformation pa-
rameters �𝑡𝑡𝑥𝑥  ,  𝑡𝑡𝑦𝑦 , θ, 𝑠𝑠𝑥𝑥  ,  𝑠𝑠𝑦𝑦 � were bounded in the following 
way  �−20 <  𝑡𝑡𝑡𝑡 , 𝑡𝑡𝑡𝑡 < 20; −15° < θ < 15°;  0.5 < 𝑠𝑠𝑥𝑥 <
2 ;  0.5 < 𝑠𝑠𝑦𝑦 < 2�.  

Registration results: the parameters of affine transfor-
mation matrix output from two registration systems were 
listed in Table 2. 

In this test series, two registration systems provided ac-
curate registrations for single subject with image sources 
from same modality. However, for canny edge extraction 
and NSCT edge extraction, good initial search location needs 
to be provided within the normal range of misregistration. 

Table 1.  Indicates the spatial relations between the reference image and 
subject images 

Subjects Original Parameters 
𝒕𝒕𝒙𝒙 𝒕𝒕𝒚𝒚 𝜽𝜽 𝒔𝒔𝒙𝒙 𝒔𝒔𝒚𝒚 

Subject 1 -20 -20 -15 0.5 0.5 
Subject 2 -15 -15 -11 0.7 0.7 
Subject 3 -10 -10 -7.5 0.9 0.9 
Subject 4 -5 -5 -4 1 1 
Subject 5 0 0 0 1.2 1.2 
Subject 6 5 5 4 1.4 1.4 
Subject 7 10 10 7.5 1.5 1.5 
Subject 8 15 15 11 1.8 1.8 
Subject 9 20 20 15 2 2 
Subject 10 -5 -20 0 0.5 1 

 

 
Figure 3.  The proposed feature-based image registration algorithm 
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Table 2.  The outputs from proposed NSCT feature-based image registration algorithm and canny method 

Subjects 
NSCT method Canny method 

Parameters Parameters 
𝒕𝒕𝒙𝒙 𝒕𝒕𝒚𝒚 𝜽𝜽 𝒔𝒔𝒙𝒙 𝒔𝒔𝒚𝒚 𝒕𝒕𝒙𝒙 𝒕𝒕𝒚𝒚 𝜽𝜽 𝒔𝒔𝒙𝒙 𝒔𝒔𝒚𝒚 

Subject 1 -20 -19.8 -15 0.5 0.5 -19 -19.6 -14.1 0.49 0.49 
Subject 2 -14.9 -15 -10.9 0.7 0.69 -14.7 -14.4 -10.1 0.69 0.66 
Subject 3 -10 -9.9 -7.5 0.89 0.9 -9.5 -9.8 -7.05 0.87 0.88 
Subject 4 -4.95 -5 -3.96 1 0.99 -4.9 -4.8 -3.68 0.99 0.94 
Subject 5 0 0 0 1.19 1.2 0.02 0 -0.09 1.16 1.18 
Subject 6 4.95 5 3.96 1.4 1.39 4.9 4.8 3.68 1.39 1.32 
Subject 7 10 9.9 7.5 1.49 1.5 9.5 9.8 7.05 1.46 1.47 
Subject 8 14.9 15 10.9 1.8 1.78 14.7 14.4 10.1 1.78 1.69 
Subject 9 20 19.8 15 1.98 2 19 19.6 14.1 1.94 1.96 

Subject 10 -5 -19.8 0 0.5 1 -4.75 -19.6 0 0.49 0.98 

 

   
(a) (b) (c) 

   
(d) (e) (f) 

   
(g) (h) (i) 

Figure 4.  Registration results for canny edge extraction and NSCT edge extraction. (a) Reference MRI. (b) Unaligned image. (c) Direct fused image with 
MI=0.5682. (d) Canny Extracted points for reference MRI. (e) Canny Extracted points for unaligned image. (f) Canny-Registered with MI=1.5990. (g) 
NSCT Extracted points for reference MRI. (h) NSCT extracted points for unaligned image. (i) NSCT-registered with MI=1.6736 
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Table 3.  Registration statistic errors across all tests of medical images (Feature-based method) 

Methods Statistic Errors 𝒕𝒕𝒙𝒙 𝒕𝒕𝒚𝒚 𝜽𝜽 𝒔𝒔𝒙𝒙 𝒔𝒔𝒚𝒚 

NTSC 

Min 0 0 0 0 0 
1st quartile 0 0 0 0 0 

Medium 0 0.005 0 0.005 0 
3rd quartile 0.1 0.1 0.075 0.012 0.012 

Max 0.2 0.2 0.15 0.02 0.02 

Canny 

Min 0 0 0 0 0.005 
1st quartile 0.1125 0.1 0.32 0.01 0.018 

Medium 0.25 0.2 0.6 0.018 0.03 
3rd quartile 0.6 0.3 0.88 0.028 0.054 

Max 1 0.97 1.2 0.06 0.12 

 
NTSC                                       Canny 

Figure 5.  Box and whisker plot of the statistic errors across all tests of medical images (feature-based method) 

Figure 5, shows box and whisker plot of the registration 
statistic errors across all tests of the monomodal medical 
images with numerical values are given in Table 3. 

5. Conclusions 
In this paper, we have introduced a MRI monomodal 

registration, which are employing NSCT transform and 
mutual information. In this test series, two registration sys-
tems provided accurate registrations for a single subject with 
image sources from MRI images monomodal. However, for 
Canny edge extraction and NSCT edge extraction, good 
initial search location needs to be provided within the normal 
range of misregistration. As a result, the registration per-
formance was giving promising results, as indicated in Fig-
ure 5. The proposed one has the lowest mean and median 
among all measures, indicating that the proposed 
NTSC-based perform better than traditional Canny 
edge-based method. The speed of searching for the optimum 
value is also improved after using PSO. According to the 
experiments, we can conclude that the method proposed is 
maintaining good performance; however, experiments show 
that our method works well for monomodal medical image 
registration. We have only considered the two-dimensional 
registration. Our further work is to apply the method to 
three-dimensional registration. 
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