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Abstract  Murshidabad district of West Bengal is well known for agriculture potential with cropping intensity of more 
than 200%. About 70 % of total agricultural land yields 3 crops annually and the rest single crop. It is also marked with annual 
population growth rate of 4 % (Khatoon and Mondal, 2012). Irrigation in this area is almost wholly groundwater based. 
Various reports on ground water depletion concluded that Rarh area of this district shown continuous depletion in last three 
decades (Mohalla and Khatoon, 2013). This research aims at forecasting ground water fluctuations using time series analysis. 
Groundwater table data from each station under Murshidabad district was collected and analyzed station wise according to 
availability. The time series water table observations collected for four months January, May, August and November during 
the period from 2005 to 2013. Structural time series modeling technique was applied to model and foresee behavior of 
groundwater table in 2014. Data from 2005 to 2012 was used for analysis and 2013 data used for validation. Residuals of 
developed model for each station was tested for normality and randomness. Chi-square test used to test goodness of fit of 
model. On the basis of significance of parameters, residual analysis and goodness of fit, models were selected and used for 
forecasting purpose.  
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1. Introduction 
Groundwater is one of the most valuable natural resources 

and it has become a dependable source of water in all 
climatic regions of the world (Todd and Mays, 2005). In the 
developing countries, it is emerging as a poverty-alleviation 
tool owing to the fact that groundwater can be delivered 
directly to poor communities more cost effectively, promptly 
and easily than the surface water (IWMI, 2001). The shallow 
water table depths have significant impacts on crop growth, 
vegetation development and contaminant transport. 
Unfortunately, the dwindling of groundwater levels and 
aquifer depletion due to over-exploitation together with 
growing pollution of groundwater are threatening the 
sustainability of water supply and ecosystems. Furthermore, 
depletion of groundwater supplies, conflicts between 
groundwater users and surface water users, potential for 
ground water contamination are concerns that will become 
increasingly important as further aquifer development takes 
place in any basin. The consequences of aquifer depletion 
can lead to local water rationing, excessive reductions in   
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yields, wells going dry or producing erratic ground water 
quality changes, changes in flow patterns of ground water 
resulting for example in the inflow of poorer quality water. 
So a constant monitoring of the groundwater levels is 
extremely important. 

India is a country where more emphasis has been given to 
boost up agriculture production. From the last few decades 
gradual depletion of groundwater supplies as a consequence 
of continued population growth and initiation of Boro 
cultivation over the Gangetic moribund delta has now been 
considered as an emerging problem. Murshidabad district is 
well known for agriculture potential with crop rating of more 
than 200%. About 70 % of total agricultural land yields 3 
crops annually and the rest single crop (Khatoon and Mondal, 
2012). During 2006-07 the district registered the largest 
gross cropped area (976 thousand hectares) in the state. The 
district also witnessed the second highest cropping intensity 
(245%) in the state during the period. The district recorded 
increase in area under total rice and Boro rice. During 
2006-07 the district recorded second largest area under 
fruits (24.0 thousand) in the state. During the same period it 
has been observed that the district ranked 1st in terms of 
area under vegetables cultivation (81.2 thousand) in the 
state (Mohalla and Khatoon, 2013). It is also marked with 
annual population growth rate of 4 % (Khatoon and Mondal, 
2012). Irrigation in this area is almost wholly groundwater 
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based. Increasing population, agricultural use and 
urbanization extends heavy pressure on ground water table. 
Ground water table in the Rarh area of this district is showing 
continuous depletion in last three decades (Mohalla and 
Khatoon, 2013). In this regard monitoring, analyzing of 
groundwater level is necessary for assessing its quantity for 
planning purpose. 

Groundwater modeling has emerged as a powerful tool to 
help water managers to optimize groundwater use and to 
protect this vital resource. Various scientist forecasted 
groundwater fluctuations using various statistical techniques 
like Artificial Neural Network (ANN), Seasonal ARIMA 
modeling under different situations (Sahoo and Jha, 2013, 
Adhikari et al., 2012). Here in this paper we used structural 
time series modeling technique to model and forecast ground 
water fluctuations in Murshidabad district of West Bengal. 

2. Material and Methods 
To study the ground water fluctuation in Murshidabad 

district data on ground water table was collected from 
ground water information system for the period 2002 to 2013 
for 29 stations of Murshidabad district. Data were available 
for the month of January, May, August and November.  

Descriptive statistics are used to describe the basic 
features of the data in any study. Descriptive statistics 
provide simple summaries about the sample data. The most 
widely used descriptive measure of central tendency and 
dispersions like arithmetic mean, range, standard deviation 
Skewness and kurtosis are used to explain each series. 

Structural time series technique was used for modeling 
and forecasting purpose. A “Structural time series model” 
has got four components, like trend, cyclical fluctuations, 
seasonal variations and irregular component. If additive 
model is assumed, it took the form: 

t t t t tY T C S ε= + + +             (1) 

Where Yt = Observed time series at time t, Tt = Trend, Ct = 
Cyclical, St = Seasonal, tε  = irregular component.  

As mentioned above a “Structural time series model” is 
obtained by using various time series components, like trend, 
cyclical fluctuations, seasonal variation and irregular term 
i.e., 

,t t t t tY Vµ ψ ε= + + +  t=1,2,. . . . ,T      (2) 

All the four components are stochastic and disturbances 
driving them are mutually uncorrelated. It is not necessary 
that every time series model should include all the above 
mentioned components. Generally, the annual data are 
devoid of seasonal components, unless or otherwise, 
seasonal data are provided for many years. 
Local level model (LLM): 

State space form of univariate time series models consist 
of transition equation  

1          1,....,t t t tT t Tα α η−= + =  

and a measurement equation  
'          1,....,t t t ty Z t Tα ε= + =  

In which tα  is an m x 1 state vector, tz  is an w x 1 

fixed vector, tT  is a fixed matrix of order and m m× and 

tε and  tη are, respectively, a scalar disturbance term and 

an m 1×  vector of disturbances which are distributed 
independently of each other. It is assumed that tε  is white 

noise with mean zero and variance, th  and tη  is 
multivariate white noise with mean vector zero and 
covariance matrix Q. In the models considered here, tε  and 

tη  will also be assumed to be normally distributed. 

Kalman filter: 
Kalman filter, a smoothing algorithm is used for obtaining 

best estimate of the state at any given point within sample. It 
is a set of mathematical equations that provides an efficient 
computational solution of least square method. It is a 
recursive procedure for computing optimal estimator of the 
state at particular time, based on information available till 
that time (Meinhold and Singpurwalla, 1983).  
Hyper parameters: 

Prediction and smoothing is carried out once the 
parameters governing the stochastic movements of the state 
variables have been estimated. Estimation of these 
parameters, known as “hyper-parameters”, based on Kalman 
filter. 
Prediction error decomposition: 

The likelihood function can be expressed in terms of 
one-step-ahead prediction errors, and these prediction error 
emerge as a by-product of the filter (Shumway and stoffer, 
2000). 

If cyclical and seasonal component are absent then, Eq. (1) 
reduces to 

t t tY µ ε= + , ( )2~ 0,t N εε σ , t=1,2,,…… T   (3) 

Then trend component tµ  becomes a permanent 
component called as “level”. This model assumed to vary 
according to random walk, i.e. 

1t t tµ µ η−= + , ( )2~ 0,t N εη σ        (4) 

LLM is formed from equation (3) and (4) together.  
Theses equations are in state space form. Level tµ  can 

be estimated and then using weighted average, forecast 
values are calculated from data points. Sample mean is best 
forecast and last observation will be forecast if 2 0εσ = , 

and level is steady when 2 0ησ = . Level of time series 
varies over the time depending on signal to noise ratio

2 2q η εσ σ= . Estimation of tµ , conditional on 2
εσ  and 
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2
ησ  is done recursively using Kalman filter and smoother 

(Harvey, 1996). Unknown parameters 2
εσ and 2

ησ  are 
treated as hyper parameters. Prediction error decomposition 
is used to evaluate the likelihood function by Kalman 
filtering. One step ahead prediction of level i.e. estimator of 

1tµ +  can be given { }1 2, ,....,t tY Y Y Y=  once 2
εσ  and 2

ησ  
known viz., 

( )1 1t t ta E Yµ+ −=              (5) 

is evaluated recursively by Kalman filter. Prediction error 
variance  

( ) ( )1 1 1,t t t tP Var Y Var aµ+ − += =       (6) 

is also obtained recursively.  
Local liner trend model (LLTM): As described by 

Harvey (1996), LLTM is given by Eq. (3) along with the 
following two equations: 

1 1t t t tµ µ β η− −= + +            (7) 

1t t tβ β ξ−= + , t=. . . . . . ,-1,0,1,…..,   (8) 

where 2(0, ),t N εε α ( )2~ 0,t N ηη σ and 

( )2~ 0,t N ξξ σ . It may be mentioned that tη , tξ  and 

tε  are independent of one another. If 2 2 0η ξσ σ= =  
equations (7) and (8) reduces to  

1 1,t t tµ µ β− −= +  t=1,2,…., T       (9) 

Which can equivalently be written as 

1t t tµ µ β−= + , t=1,2,….,T        (10) 

LLTM is in state space form with state vector 
( ), .t t tα µ β=  Assuming that 2

εα , 2
ηα  and 2

ξα  are 
known updating and prediction are carried out using Kalman 
filter. Otherwise these can be estimated using maximum 
likelihood method for state space model (de Jong, 1988). 

Models are developed using structural time series 
technique and tested for significance of parameter. R square 
provides goodness of fit the model. Higher the value of R 
square model will be good. In addition to the above, two 
more reliability statistics viz., Root Mean Square Error 
(RMSE), Mean Absolute Error (MAE) and Mean Absolute 
Percentage Error (MAPE) are generally utilized to measure 
the adequacy of the fitted model and it can be computed as 
follows: 
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where, ˆ, ,i iX X X  are the value of the ith observation, 
mean and estimated value of the ith observation of the 
variable X. 

Residuals of developed model were tested for its 
randomness and normality using run test and Shapiro Wilks 
statistic respectively. Also 2χ  square test is used to test the 
goodness of fit for observed and predicted values, non 
significance of test represents good fir. The models 
satisfying most of the criteria were selected for forecasting 
and then used for forecasting purpose. 

3. Results and Discussion 
Results of descriptive statistics for Murshidabad district is 

given in table 1. It can be easily revealed that in May water 
table level is low 5.62 m as it is hottest month and in the 
month of August it is high 3.05 m. Value of standard 
deviation for November is higher (0.64) as compared to other 
months this may be due to reason of irregular behavior of 
receiving southwest monsoon and which causes more 
variation. Skewness for the month of May is negative 
indicating that water table depletion is more in lower water 
table values. Overall average ground water depth in 
Murshidabad is 4.14 m. Station wise descriptive i.e. mean 
and standard deviation were represented in fig.1 to fig.4.  

From fig 1 it is concluded that Natun Malancha station has 
highest water table of 0.79 m while lowest in Mirzapur jain 
colony of 5.13 m in August month. Teleghari-Rampura and 
Hurshi stations showed more variation. These regions 
showed fluctuating water table over the years. This may be 
due to reason that these regions receives varied rainfall. 

In November month overall Mirzapur Jain colony showed 
deep water table while Putimari showed shallow water table 
(Fig 2). Overall water table ranges in between 0.79 m to 7.80 
m. Hurshi, Tehghari-Rampura, and Chandipur stations 
showed deep water table continuously.  

Variations in the depth of water table across the sites for 
the month of January have been presented in fig. 3. 
Raghunathganj showed shallow (1.60) water table and 
Mirzaur Jain colony showed deep (9.77) water table in 
January month. Standard deviation of both the stations was 
low as compared to mean hence it can be concluded that 
overall both stations showed consistent for shallow and deep 
water table. Thus compared to August and November, water 
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table is declining during January month. This is mainly 
because Murshidabad district receives rainfall from the 
month of June to September, and after that water is pumped 
from tube wells and aquifer which affect water table 
positively.  

Among the four month of recording water table depth, 
May month is hottest month and Mirzapur Jain Colony 
showed deepest water table (13.69 m) while Raghunathganj 
showed shallow water table (1.61 m). Evaporation in this 
month is more and Murshidabad district not receiving 
rainfall this month, hence this month water table is deepest. 
If we compare water table across the months, Hurshi station 
observed more variation in water table depth. Water table in 
August month was 2.0 m, November (4.87 m), January (5.47 
m) and May (7.99 m). Even Gangedda station observed 
water table around depth of 2 m in month of August, 
November and January while in the month of May it was 
6.80 over the period of study.  

Structural time series technique was used, modeled and 
validated for all stations. Results of parameter estimates of 
structural time series models for each station are represented 

in table 2. Structural time series composed of cycle, trend, 
seasonal and irregularity. In cyclic component damping 
factor represents oscillating movement of a data. The 
damping factor for all sites was 0.90 i.e. equal to 1 which 
means every year cycle repeats and Period of cycle means 
time taken to go through its complete sequence of values. 
Period for analysis is constant for all sites and was 4 which 
means every four points cycle repeats. For all the stations, R 
square ranges between 0.84 and 0.99, residuals were normal 
and random (Table 2), ACF & PACF for residuals and also 

2χ  square test (Table 3) were non-significant all together 
represents the correctness of fitted model. For Murshidabad 
district RMSE, MAE and MAPE values were 0.02, 0.02 and 
0.47 respectively. These models are also validated for 2013 
data and found that observed and predicted values are similar 
for all stations (Table 4). 

As parameters of models are significant and residuals are 
normal and random, forecasting of water table using 
structural time series modeling is done and presented in table 
4. Fitting of structural time series model and forecasting for 
Murshidabad district is presented in fig. 5.  

Table 1.  Per se performance ground water table of Murshidabad district 

Descriptive Statistics Jan May Aug Nov Average 

Mean 4.40 5.62 3.05 3.50 4.14 

Median 4.33 5.79 3.08 3.42 4.15 

Range 1.10 1.43 1.36 1.98 3.74 

SD 0.33 0.47 0.51 0.64 1.10 

CV % 7.43 8.30 16.71 18.16 26.64 

Standard Error 0.06 0.08 0.09 0.11 0.19 

Kurtosis 3.12 0.91 -1.39 0.19 -0.95 

Skewness 1.43 -1.11 0.01 0.69 0.25 

 

Figure 1.  Ground water table in the month of August in all stations in Murshidabad district 
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Figure 2.  Ground water table in the month of November in all stations in Murshidabad district 

 

Figure 3.  Ground water table in the month of January in all stations in Murshidabad district 
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Figure 4.  Ground water table in the month of May in all stations in Murshidabad district 

 

Figure 5.  Forecasting of ground water table for 2014 of Murshidabad district 
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Table 2.  Model development in structural time series technique in Murshidabad district 

GWL measuring station Irregular 
component 

Level 
component 

Seasonal 
component Cyclic factor R2 

Ahiran 0.0520* 0.0826** 0.0045** 0.0045* 0.991 

Begunbari 0.1380** 0.0190* 0.0281* 0.0014* 0.915 

Chowa 0.1164* 0.0125** 0.0019* 0.0358* 0.865 

Chaukigram 0.2836* 0.0001* 0.0165** 0.0004* 0.839 

Daulatabad Tw 0.3894** 0.0281* 0.0281** 0.0053* 0.871 

Farakka 0.4216** 0.0281* 0.0044* 0.0110* 0.925 

Goas Pz 0.0449* 0.0005* 0.0001* 0.8535* 0.995 

Gangedda 0.2640** 0.0281* 0.0020* 0.0723* 0.919 

Jayrampur 0.3554** 0.0065* 0.0106 0.0282* 0.924 

Jiaganj 0.2611 0.0492* 0.0058* 0.0004* 0.901 

Khapur 0.2686* 0.1221* 0.0281* 0.0384* 0.884 

Krishnanagar 0.0775* 0.0142* 0.0648* 0.2432* 0.995 

Natun Malancha 0.8736* 0.0844* 0.0037* 0.0916* 0.883 

Rajapur 0.0650* 0.0342* 0.0020* 0.0193* 0.981 

Putimari 0.0121* 0.0000* 0.0015* 0.0266 0.885 

Gobindapur 0.0039* 0.0012* 0.0001* 0.0031 0.860 

Raghunathganj 0.0257* 0.0129* 0.0281* 0.0029 0.751 

Sagarpara 0.2620* 0.0281* 0.3908* 0.0082 0.882 

Tehghari-Rampura 0.0602* 0.0023* 0.0010* 0.0085 0.877 

Hurshi 0.0602* 0.0023* 0.0010* 0.0849 0.986 

Churapukur 0.0075* 0.0017* 0.0000* 0.0011 0.963 

Chandipur 0.1678** 0.0089** 0.0229** 0.0013 0.970 

Jalangi 0.2210* 0.0624** 0.0820* 0.0042 0.905 

Jangipur 0.0580* 0.0192* 0.0281* 0.0047 0.990 

Kandi 0.0351* 0.0003* 0.0005* 0.0038 0.925 

Puratanmalancha 0.2322* 0.0050** 0.0030* 0.0223 0.955 

Ramchandmati 0.0022* 0.0013* 0.0011* 0.0004 0.962 

Saidpur 0.0025* 0.0020* 0.0004* 0.0034 0.945 

Mirzapur Jain Colony 0.0022* 0.0003* 0.0003* 0.0002 0.981 

Murshidabad 0.0083* 0.1210** 0.0019* 0.0002 0.996 

              *Significant at 5% ** Significant at 1%, GWL= Ground Water Level 
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Table 3.  Residual analysis of structural time series modeling of groundwater table in Murshidabad district 

GWL measuring station RMSE MAE MAPE Shapiro wilk Sig Run Chi 
square ACF PACF 

Ahiran 0.09 0.07 3.16 .984 .908 .590 ns ns ns 

Begunbari 0.30 0.26 13.22 .979 .761 1.000 ns ns ns 

Chowa 0.44 0.35 9.80 .955 .196 1.000 ns ns ns 

Chaukigram 0.49 0.39 10.40 .975 .654 .208 ns ns ns 

Daulatabad Tw 0.57 0.42 17.17 .924 .058 .590 ns ns ns 

Farakka 0.57 0.43 11.67 .975 .643 .208 ns ns ns 

Goas Pz 0.00 0.00 0.00 .942 .086 .752 ns ns ns 

Gangedda 0.47 0.40 13.77 .946 .109 1.000 ns ns ns 

Jayrampur 0.49 0.35 10.88 .958 .241 .208 ns ns ns 

Jiaganj 0.37 0.29 6.72 .982 .853 .208 ns ns ns 

Khapur 0.38 0.30 7.63 .945 .104 .857 ns ns ns 

Krishnanagar 0.12 0.09 3.39 .958 .237 .590 ns ns ns 

Natun Malancha 0.63 0.48 27.12 .964 .356 1.000 ns ns ns 

Rajapur 0.15 0.12 4.13 .962 .316 .369 ns ns ns 

Putimari 0.47 0.32 14.90 .965 .372 .857 ns ns ns 

Gobindapur 0.43 0.32 8.24 .981 .830 .857 ns ns ns 

Raghunathganj 0.17 0.13 9.02 .970 .513 .369 ns ns ns 

Sagarpara 0.47 0.38 14.48 .969 .470 .369 ns ns ns 

Tehghari-Rampura 0.89 0.70 17.82 .972 .553 .857 ns ns ns 

Hurshi 0.67 0.49 33.81 .986 .937 .857 ns ns ns 

Churapukur 0.37 0.28 10.26 .958 .242 .857 ns ns ns 

Chandipur 0.28 0.20 4.28 .940 .074 .369 ns ns ns 

Jalangi 0.35 0.22 9.64 .982 .320 .857 ns ns ns 

Jangipur 0.18 0.16 4.56 .965 .377 .208 ns ns ns 

Kandi 0.13 0.12 4.96 .946 .111 .857 ns ns ns 

Puratanmalancha 0.36 0.26 9.40 .964 .356 .106 ns ns ns 

Ramchandmati 0.26 0.20 5.50 .993 .999 .369 ns ns ns 

Saidpur 0.37 0.29 5.95 .977 .717 .857 ns ns ns 

Mirzapur Jain Colony 0.48 0.36 4.75 .953 .180 .106 ns ns ns 

Murshidabad 0.02 0.02 0.47 .966 .386 .369 ns ns ns 

   GWL= Ground Water Level 
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Table 4.  Observed and Predicted values of ground water table in Murshidabad district 

Year Month 
Ahiram Begunbari Chowa Chaukigram Daulatabad Tw Farakka 

Obs. Pred. Obs. Pred. Obs. Pred. Obs. Pred. Obs. Pred. Obs. Pred. 

2013 

Jan 5.75 5.63 2.50 2.48 4.53 4.41 5.92 4.60 3.41 4.22 4.61 6.54 
May 4.22 4.23 5.10 4.43 5.03 5.59 5.64 5.56 6.04 6.30 6.90 7.55 
Aug 2.83 2.80 1.54 1.85 2.45 2.63 4.57 2.75 1.90 2.26 2.61 2.66 
Nov 2.55 2.78 2.22 1.94 4.13 3.70 4.72 4.12 3.45 2.68 3.38 3.53 

2014 

Jan  3.11  2.21  4.45  4.25  4.37  6.44 
May  4.96  4.40  5.65  5.81  6.42  7.73 
Aug  2.80  2.10  2.68  2.80  2.08  2.83 
Nov  3.28  2.14  3.75  3.80  2.60  3.43 

Year Month 
Goas Pz Gangedda1 Jayrampur Jiaganj Khapur Krishnanagar 

Obs. Pred. Obs. Pred. Obs. Pred. Obs. Pred. Obs. Pred. Obs. Pred. 

2013 

Jan 3.20 2.89 5.85 5.25 3.26 3.97 6.60 5.07 3.28 3.26 6.30 4.97 
May 6.10 6.10 6.49 6.37 5.67 6.97 5.88 6.26 6.93 4.22 6.75 6.43 
Aug 1.76 2.06 2.75 3.62 1.89 1.84 3.72 4.01 3.00 2.28 1.98 2.05 
Nov 2.37 2.34 4.70 4.05 3.61 2.62 2.30 2.64 3.28 2.93 3.69 2.82 

2014 

Jan  2.87  5.20  3.86  5.03  3.00  4.60 
May  6.16  6.36  6.94  6.81  4.13  6.36 
Aug  2.11  4.62  1.94  3.54  2.59  2.08 
Nov  2.30  4.05  2.67  4.51  2.84  2.81 

Year Month 
Natun Malancha Rajapur Putimari Gobindapur Raghunathganj-1 Sagarpara 
Obs. Pred. Obs. Pred. Obs. Pred. Obs. Pred. Obs. Pred. Obs. Pred. 

2013 

Jan 4.47 3.58 4.10 4.25 3.45 2.42 4.51 4.12 2.10 1.77 5.01 4.99 
May 4.25 4.70 5.42 5.60 5.75 4.20 5.07 5.01 2.45 2.63 6.74 5.28 
Aug 1.37 1.05 2.21 3.30 2.45 0.68 3.01 2.97 0.78 0.99 2.39 1.99 
Nov 2.02 1.81 2.45 2.27 2.50 1.28 3.76 3.25 0.97 1.10 3.85 3.91 

2014 

Jan  3.31  4.56  2.83  4.02  1.59  4.87 
May  5.26  5.50  3.54  5.48  1.53  5.19 
Aug  0.81  3.14  0.81  3.39  1.18  2.13 
Nov  1.35  3.48  1.06  3.49  1.37  3.96 

Year Month 
Tehghari-Rampura Hurshi Churapukur Chandipur Jalangi Jangipur 

Obs. Pred. Obs. Pred. Obs. Pred. Obs. Pred. Obs. Pred. Obs. Pred. 

2013 

Jan 7.10 7.28 6.36 6.28 5.80 6.14 7.40 7.28 5.67 4.24 5.80 5.00 
May 8.85 9.66 7.04 8.66 6.70 8.02 8.03 8.22 5.90 5.76 6.11 6.24 
Aug 3.39 2.72 6.11 2.72 1.23 1.64 4.56 4.60 4.27 3.10 1.42 1.22 
Nov 3.58 4.74 6.30 5.74 4.15 3.68 5.89 6.59 4.52 2.77 3.05 3.39 

2014 

Jan  8.40  6.40  7.25  7.28  3.81  5.14 
May  11.29  9.29  7.82  8.22  5.32  6.08 
Aug  2.22  2.22  1.65  4.60  3.22  1.23 
Nov  7.47  5.47  4.28  6.59  3.29  3.55 

Year Month 
Kandi Puratanmalancha Ramchandmati Saidpur Mirzapur Jain 

Colony Murshidabad 

Obs. Pred. Obs. Pred. Obs. Pred. Obs. Pred. Obs. Pred. Obs. Pred. 

2013 

Jan 3.23 2.66 6.75 6.59 4.50 4.46 7.25 7.10 11.36 11.19 5.41 4.97 
May 3.13 3.19 7.35 6.87 5.64 5.28 7.51 7.25 13.44 12.68 6.06 5.95 
Aug 1.62 1.86 1.91 1.19 3.48 3.27 4.98 4.25 3.56 4.46 3.34 3.60 
Nov 2.48 2.23 3.45 2.83 3.75 3.40 3.69 4.13 6.23 6.61 3.78 4.37 

2014 

Jan  2.52  4.84  4.37  5.40  12.16  4.87 
May  3.26  7.22  5.40  7.53  16.66  6.26 
Aug  2.04  2.49  2.71  3.62  6.73  3.77 
Nov  2.46  3.49  3.33  4.01  6.56  4.16 

Note: Obs.= Observed, Pred. = Predicted 
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4. Conclusions 
Study of ground water depth clearly indicates that there 

are differences among the sites of measurements as well 
among the season. Maximum variability among the sites in a 
particular season is found during the month of November 
followed by August as depicted by the CV value for the 
respective seasons. This clearly reflects that ground water 
recharge is different for different sites within a season also. 
Through structural time series modeling effectively model 
the water depth during different seasons. The method may 
not yield equally efficient forecast values, as future Hurshi 
and Chaukigrama during the month of May, 
Tehghari-Rampura, Hurshi Putimari, Puratan Manchala and 
Mirzapur Jain Colony during August. Thus this the modeling 
and forecasting should be applied with utmost care.  
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