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Abstract  A previous study has proposed a mathematical model of circadian pacemaker neurons in the suprachiasmatic 
nucleus (Sim-Forger model). The model is described by a system of nonlinear ordinary differential equations, which is based 
on the Hodgkin-Huxley scheme. Although it has been implied in previous studies that the Sim-Forger model shows bistability 
between a repetitive spiking state and a stable steady state, evidence of this bistability in this model has not been observed. 
Moreover, detailed evaluation of the bistability of the Sim-Forger model has not been performed in previous studies. The 
present study performed numerical simulation analysis of the Sim-Forger model to resolve these problems. By varying initial 
conditions or applying appropriate transient external stimulation, it was revealed that the model showed bistability between a 
repetitive spiking state and a stable steady state. In addition, it was revealed that modulation of the amplitude and timing of 
the stimulation was important for the stimulation-triggered transition from a repetitive spiking state to a stable steady state. 
These results contribute to an in-depth understanding of the characteristics of bistability of the circadian pacemaker neuron 
model. 
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1. Introduction 
Circadian pacemaker neurons in the suprachiasmatic 

nucleus (SCN) can spontaneously generate repetitive spiking, 
which is reproduced by a mathematical model based on the 
Hodgkin-Huxley scheme [1]. This model (Sim-Forger model) 
is described by a system of nonlinear ordinary differential 
equations (ODEs). Previous studies have evaluated several 
properties of the Sim-Forger model such as time courses of 
ionic currents during repetitive spiking [1], interspike 
interval changes owing to parameter variations of the model 
[1], and the sensitivity of dynamical states of the model to 
parameter variations [2]. In addition, it has previously been 
described in a paper that the Sim-Forger model can show 
bistability [3]. However, although the bistability observed in 
electrophysiological experiments has been shown [3], the 
characteristics of this bistability has not been evaluated by 
the Sim-Forger model in any previous study [1, 3]. 

Bistability is one of the important characteristics in 
nonlinear systems. In particular, previous studies of various 
types of mathematical models of neurons have reported 
various types of bistability such as (1) bistability between an 
oscillatory state and a stable steady state [4, 5], (2) bistability 
between an oscillatory state and an oscillatory state [4-9]  

 
* Corresponding author: 
tshi@kph.bunri-u.ac.jp (Takaaki Shirahata) 
Published online at http://journal.sapub.org/ijtmp 
Copyright © 2016 Scientific & Academic Publishing. All Rights Reserved 

(the detailed classification of the type of bistability is 
provided in the Discussion in a previous study [10]). 
Experimental results from circadian pacemaker neurons [3] 
imply that these neurons show bistability between a 
repetitive spiking state and a stable steady state, which is 
categorized into bistability type (1). However, whether the 
bistability between the repetitive spiking state and the stable 
steady state is reproduced in the Sim-Forger model has not 
been confirmed in these previous studies [1, 3]. Therefore, at 
first, the present study investigated whether this bistability 
was observed in the Sim-Forger model. Previous studies 
have indicated the importance of a detailed evaluation of 
bistability by applying transient external stimulation to a 
mathematical model [5, 9]. However, the analysis of the 
circadian pacemaker neuron model by applying transient 
external stimulation was not performed in these previous 
studies [1, 3]. Therefore, in addition, in the present study, a 
numerical simulation of the Sim-Forger model was 
performed by applying transient external stimulation. The 
investigation of this issue will be expected to contribute to a 
detailed understanding of the characteristics of bistability. 

2. Materials and Methods 
The present study analyzed a mathematical model of 

circadian pacemaker neurons (Sim-Forger model), which has 
been developed previously [1]. (The Sim-Forger model [1] is 
slightly modified in the study by Belle and coworkers [3]. 
However, the Sim-Forger model is an important basis of 
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mathematical modeling of circadian pacemaker neurons, so 
the present study has focused on the Sim-Forger model.) The 
model is described by a system of six coupled nonlinear 
ODEs. Model equations are described as follows:  
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where V (mV) is the membrane potential of circadian 
pacemaker neurons; m, h, n, r, and f are gating variables of 
ionic currents; t (ms) is time; and Iapp (pA) is a system 
parameter of the model, which represents transient external 
stimulation. In all the simulations, the total simulation time 
was 4.00 s, and the transient external stimulation Iapp 
(depolarizing or hyperpolarizing stimulation of variable 
values) was added to the model between ton (s) (the timing of 
the onset of stimulation) and toff (s) (the timing of the end of 
the stimulation). The amplitude of Iapp between 0 s and ton (s) 
was set to zero. The amplitude of Iapp between toff (s) and 4.00 
s was also set to zero. Detailed explanations of the model 
equations have been provided in a previous paper [1]. 

The free and open source software Scilab 
(http://www.scilab.org/) was used to numerically solve the 
ODEs (initial conditions: V = −80 mV, m = 0.34, h = 0.045, n 
= 0.54, r = 0.01 or 0.50, f = 0.04). 

3. Results 
A numerical simulation was first performed under 

conditions in which no stimulation was applied to reveal the 
type of bistability. When the initial condition was V = −80 
mV, m = 0.34, h = 0.045, n = 0.54, r = 0.01, and f = 0.04, the 
dynamical state of the model exhibited a repetitive spiking 
state (Figure 1A). This spiking activity has already been 
described in a previous paper [1]. In contrast, when only the r 
value of the initial condition was increased from 0.01 to 0.50, 
the dynamical state of the model changed into a stable steady 
state (Figure 1B). These results indicate that the model 

shows a bistability between the repetitive spiking state and 
the stable steady state. 

 

 

Figure 1.  Time courses of membrane potential of the Sim-Forger model at 
different initial conditions. (A) V = −80 mV, m = 0.34, h = 0.045, n = 0.54, r 
= 0.01, and f = 0.04. (B) V = −80 mV, m = 0.34, h = 0.045, n = 0.54, r = 0.50, 
and f = 0.04. Iapp was zero throughout the simulations in both (A) and (B) 

A numerical simulation under conditions in which 
transient external stimulation was applied to the model was 
next performed to reveal the effect of stimulation on the 
dynamics of the model. When transient depolarizing 
stimulation was applied to the model during the repetitive 
spiking state, the dynamical state of the model changed from 
a repetitive spiking state to a stable steady state (Figure 2A). 
In contrast, when transient hyperpolarizing stimulation was 
applied to the model during the stable steady state, the 
dynamical state of the model changed from a stable steady 
state to a repetitive spiking state (Figure 2B). 

To reveal the effect of transient stimulation on the 
dynamics of the model in detail, numerical simulation under 
different stimulation conditions was performed. Here, we 
focused on the response of the model to stimulation which 
was applied during the repetitive spiking state, and 
investigated how the response of the model changed when 
Iapp and ton were varied whilst the duration of the stimulation 
(= toff − ton) was fixed at 0.04 s. When a stimulation of Iapp = 
2.5 pA and ton = 1.68 s was applied to the model, the 
dynamical state of the model changed from the repetitive 
spiking state to the stable steady state (Figure 3A). However, 
when Iapp was smaller than that of Figure 3A but ton was the 
same as that in Figure 3A, the dynamical state of the model 
did not change from a repetitive spiking state to a stable 
steady state (Figure 3B). Similarly, when Iapp was the same 
as Figure 3A but ton was larger than that of Figure 3A, the 
dynamical state of the model did not change from the 
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repetitive spiking state to the stable steady state (Figure 3C). 
These results indicate that the characteristics of the 
stimulation, including the amplitude and timing, are 
important for inducing a transition from a repetitive spiking 
state to a stable steady state. 

 

 

Figure 2.  Time courses of the membrane potential of the Sim-Forger 
model under conditions in which transient depolarizing or hyperpolarizing 
stimulation was applied. (A) Transient depolarizing stimulation Iapp = 3.5 
pA was applied between 1.60 and 1.64 s. Initial conditions were V = −80 mV, 
m = 0.34, h = 0.045, n = 0.54, r = 0.01, and f = 0.04. (B) Transient 
hyperpolarizing stimulation Iapp = −8.8 pA was applied between 1.00 and 
1.50 s. Initial conditions were V = −80 mV, m = 0.34, h = 0.045, n = 0.54, r = 
0.50, and f = 0.04. In both (A) and (B), arrows indicate the onset of 
stimulation 

To clarify the dependence of the transition from a 
repetitive spiking state to a stable steady state on the 
amplitude and timing of the stimulation in detail, values of 
the amplitude and timing of the stimulation were 
systematically varied whilst the duration of the stimulation 
was fixed at 0.04 s, to determine whether the transition state 
occurred or not (Figure 4). Figure 4A shows an example of 
one cycle of the repetitive spiking state with no stimulation. 
Stimulation was applied at one of the five timings within the 
cycle, at either 1.60, 1.68, 1.76, 1.84, or 1.92 s (see arrows in 
Figure 4A), and the dependence of the transition on the 
amplitude and timing of the stimulation is shown in Figure 
4B. At each timing, stimulation of a relatively small 

amplitude did not induce the transition (see white circles), 
whilst stimulation with a relatively large amplitude did 
induce transition (see black circles). However, the Iapp 
thresholds (i.e., the minimum value of Iapp) required for 
inducing the transition were different among the timings. 
When the timing increased from 1.60 s → 1.68 s → 1.76 s, 
the Iapp threshold also increased sharply such that 1.7 pA → 
2.5 pA → 3.2 pA. However, when the timing increased from 
1.76 s → 1.84 s → 1.92 s, the Iapp threshold did not change as 
significantly (the Iapp threshold changed such that 3.2 pA → 
3.3 pA → 3.1 pA). 

 

 

Figure 3.  Time courses of the membrane potential of the Sim-Forger 
model under conditions in which transient depolarizing stimulation of the 
different amplitudes and timing was applied. (A) Transient depolarizing 
stimulation Iapp = 2.5 pA was applied between 1.68 and 1.72 s. (B) Transient 
depolarizing stimulation Iapp = 2.0 pA was applied between 1.68 and 1.72 s. 
(C) Transient depolarizing stimulation Iapp = 2.5 pA was applied between 
1.84 and 1.88 s. In (A), (B), and (C), initial conditions were V = −80 mV, m 
= 0.34, h = 0.045, n = 0.54, r = 0.01, and f = 0.04, and arrows indicate the 
onset of stimulation 
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Figure 4.  The dependence of the stimulation-triggered transition from a 
repetitive spiking state to a stable steady state on ton and Iapp. (A) One cycle 
of the repetitive spiking with no stimulation. The timing of the stimulation 
onset which is shown on the horizontal axis of (B) is indicated by arrows. 
Initial conditions were V = −80 mV, m = 0.34, h = 0.045, n = 0.54, r = 0.01, 
and f = 0.04. (B) Whether or not the transition occurred was indicated at 
each (ton, Iapp). ○: transition did not occur, ●: transition occurred. Initial 
conditions were V = −80 mV, m = 0.34, h = 0.045, n = 0.54, r = 0.01, and f = 
0.04. The stimulation duration (toff − ton) was held at 0.04 s in all stimulations 

4. Discussions  
The present study performed a numerical simulation of the 

Sim-Forger model, and revealed that the Sim-Forger model 
showed a bistability between a repetitive spiking state and a 
stable steady state. Transient depolarizing stimulation can 
change the dynamical state of the model from a repetitive 
spiking state to a stable steady state. In addition, the 
dependence of the transition from a repetitive spiking state to 
a stable steady state on the amplitude and timing of the 
stimulation was also revealed. Although bistability in 
circadian pacemaker neurons has already been reported in 
electrophysiological experiments [3], analysis of the 
bistability based on the Sim-Forger model had not been 

performed in previous studies [1, 3]. The results of the 
present numerical study confirmed the bistability which was 
implied from the previous experimental results. In addition, a 
novel finding that has not been reported previously [1, 3] is 
that it is important to regulate the amplitude and timing of the 
stimulation appropriately for induction of the transition from 
a repetitive spiking state to a stable steady state in the 
Sim-Forger model. 

The effect of transient external stimulation applied during 
the repetitive spiking state on the dynamics of the model is 
also investigated in other studies [11, 12]. However, 
although these studies focus on the effect of the stimulation 
on the cycle period of the repetitive spiking (i.e., a phase 
response curve), these studies did not focus on bistability. 
There are two other examples of studies which have 
investigated the relationship between the characteristics of 
transient stimulation and bistability. These include an 
analysis of a mathematical model of leech interneurons [5] 
and snail pacemaker neurons [9]. However, it was found that 
there were two differences between the present and previous 
studies. The first is the type of bistability. The study of the 
leech interneuron model investigates the transition from a 
periodic bursting state to a stable steady state [5], while the 
study of the snail pacemaker neuron model investigates the 
transition from a periodic bursting state to a chaotic spiking 
state [9]. In contrast, the present study investigated the 
transition from a repetitive spiking state to a stable steady 
state. The second is the dependence of the transition of the 
dynamical state on the stimulation amplitude and timing. 
The study of the leech interneuron model reports that the 
depolarizing stimulation is effective for transition at the early 
timing of a silent phase of bursting, while the 
hyperpolarizing stimulation is effective for transition at the 
late timing of a silent phase of bursting [5]. The study of the 
snail pacemaker neuron model reports that the 
hyperpolarizing stimulation is effective for transition at both 
early and late timings of a silent phase of bursting [9]. The 
present study indicated that the depolarizing stimulation was 
effective for transition at early, intermediate, and late timings 
of a silent phase of repetitive spiking in the Sim-Forger 
model (Figure 4B). 

5. Conclusions 
The present numerical study of the Sim-Forger model 

revealed that the model showed bistability between a 
repetitive spiking state and a stable steady state, and 
appropriate transient depolarizing stimulation was able to 
induce a transition from a repetitive spiking state to a stable 
steady state. In addition, it was revealed that it was important 
to regulate the amplitude and timing of the stimulation for 
induction of the transition, which was not reported in 
previous studies of the Sim-Forger model. Compared with 
the previous studies, the present study can contribute to a 
more detailed understanding of the characteristics of the 
bistability of circadian pacemaker neurons. 
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