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Abstract  Duration estimation for bridge projects is problematic in the construction industry and has generated much 
concern. The purpose of this study is to develop a working model for estimating the duration of prefabricated steel bridge 
projects on rural roads in Ghana. Data for 18 completed bridge construction projects were collected from the Department of 
Feeder Roads. The data collected comprised of final payment certificates which included quantities of all work items 
completed under each project as well as the actual durations. Data relating to the prefabricated steel bridge components for 
each of the selected project were also collected through a questionnaire. The principal component analysis (PCA) was first 
employed to reduce the data to a smaller number of items, namely the bridge span and formwork as independent 
variables/items. The artificial neural network (ANN) was then used to develop the model using the two independent items as 
input variables and the actual durations as output variables. The results show that the duration of a bridge project is strongly 
related to the bridge span and the formwork used for the reinforced in-situ concrete. The developed model produced accurate 
results with a coefficient of determination (R2 =0.998) and MAPE of 4.05% or an average accuracy of 95.95% at the 
validation stage. The study has shown that the developed model is suitable for estimating the duration of a bridge project. 
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1. Introduction 
During the last decades, demand for small span bridges 

has increased drastically in Ghana simply because rivers and 
streams have routinely cut off access to the main roads for 
villages. This has prevented the rural folks from accessing 
health care and transporting farm produce to the market 
centers. The Department of Feeder Roads which is the 
agency responsible for the construction of bridges on rural 
roads in Ghana and its development partners  teamed up to 
provide prefabricated steel components for the construction 
of bridges in the country. The development partners mainly 
provided the prefabricated steel components for the bridge 
superstructure whilst the Ghana Government took care of the 
other civil works.   

However, estimating the contract duration for these 
bridges by professionals at the agency has been a problem 
resulting in most of these bridge projects experiencing time 
overruns. Duration overrun is problematic in the 
construction industry and has generated much concern [20]. 
In view of this, numerous studies have been carried out    
all over the world to determine the duration for building and  
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road construction projects (see [18], [16], [10], [22], [6], [27], 
[20], [23], [34], [3]). However studies in the area of bridge 
construction projects are limited as a search by the authors 
revealed only four conducted by [19], [14], [17] and [12]. As 
a result [34] in his study recommended for studies to be 
conducted in the area of duration determination for bridge 
construction projects.  

The Government of Ghana, its donor partners and other 
stakeholders for rural bridge construction projects are 
dissatisfied with time overrun on bridge projects in the 
country. Of the 18 projects selected for this study, 12 of them 
representing 67% experienced a time overrun beyond 20% 
(see table 2) suggesting that a tool needs to be developed for 
the implementing agency to reasonably estimate duration for 
such specialized work.  

The aim of this study therefore is to develop a working 
model for predicting the duration of bridge construction 
projects after the design of the bridge is completed and a bill 
of quantities have been prepared. 

2. Literature Review 
A literature search for studies conducted in the 

determination of duration for bridge projects revealed only 
[19], [14], [17] and [12]. In the study by [19] project factors 
that influenced the duration of bridge projects were 
identified. 416 bridge projects from the North Carolina 

 



56 Isaac Mensah et al.:  Development of a Model for Estimating the Duration of Bridge Construction Projects in Ghana  
 

Department of Transportation were analyzed and a 
regression model was developed. Their study revealed a 
mean absolute percentage error of 21% at the validation 
stage. 

[14] developed models for highway and bridge 
construction projects in the state of Indiana in the United 
States. The variables used in the developed models were the 
anticipated project cost and the contract type. They indicated 
that the developed models can help project administrators 
provide improved estimates of project duration at the 
planning stage and thus reduce project time delays. 

[17] developed time -cost models for bridge replacement, 
bridge rehabilitation and highway projects for the Indiana 
Transportation department in the United States.  

[22] also developed both regression and artificial neural 
network (ANN) for small span bridges. They indicated that 
the developed ANN model is superior to estimating the 
duration of bridge projects as compared to the regression 
model.  

[12] used the concept of quantity significant items to 
develop integrated models for the determination of cost and 
duration for reinforced concrete bridges. [12] used the 
Critical Path Method (CPM) for duration determination 
using work operations of the quantity significant items. 

Unlike bridges, a number of studies for predicting 
duration for building and roads have been carried out by 
researchers.        

[3] derived a model, which predicted construction 
duration T = KCB where T is the duration of the 
construction period from date of site possession to practical 
completion, in working days, C is the final cost of building, 
K is a constant describing the general level of time 
performance and B is a constant describing how the time 
performance is affected by project size, as measured by 
cost.  

[18] developed a case based reasoning (CBR) model for 
estimating the duration of building projects using 83 multi 
housing projects. Their test results confirmed the strong 
potential of the applicability of the CBR model with 
minimum information at the preliminary stage.   

Another recent study by [16] confirmed Bromilow’s 
model in Kuwait using 113 residential and 74 office 
buildings. [16] further developed a multiple regression 
model using construction area (CA), number of floors above 
ground (NFAG) and number of floors below ground (NFBG) 
as determinants.  

[10] developed a multiple regression model for predicting 
the duration for building projects in Nigeria using data for 96 
completed projects.  

[26] developed an artificial neural network to forecast the 
final budget and duration of highway construction projects in 
Thailand using data for 51 highway construction projects 
between 2002 and 2007. They found that the developed 
ANN model (with a mean absolute percentage error of 
8.51%) forecasts the duration for highway projects better 
than the current earned value method (with a mean absolute 
percentage error of 19.90%). 

[6] used the simple regression model to 100 sampled road 
projects completed between the periods 2003 to 2008 in 
southwestern Poland to predict duration.  

[27] used the linear regression and artificial neural 
network to develop models for the prediction of duration of 
building projects in Bosnia and Herzegovina using data for 
75 building projects with good predictive ability (Coefficient 
of determination, R2 = 0.97) and mean absolute percentage 
error of 2.5%. 

[34] identified the project factors which influence 
highway construction duration early in the design 
development. His work quantified the relationship between 
the duration-influential factors and highway construction 
duration using statistically significant relationship and 
developed a regression model for highway projects.  

From existing literature, only four studies have been done 
for bridges which are considered to be a specialized area. 
The study by [19] is limited to the preconstruction stage and 
the independent variables used are totally different from that 
used in this study which is mainly the quantities of work 
items in payment bill of quantities. It has been suggested that 
the duration of a project depends more on the quantities of 
work items rather than its costs [12]. Therefore this study 
uses the quantities of work items executed in final payment 
certificates as independent variables. Since the independent 
variables used in this study are known to the agency before a 
contract is let, it is expected that professionals at the rural 
road agency can apply the model in predicting the duration 
for bridge projects in the country. 

3. Research Methods 
3.1. Data Collection  

Five of the Regional offices of the Department of Feeder 
Roads were contacted to provide information on bridge 
projects completed in their regions. One of the authors was 
part of the team who managed six of the selected bridge 
projects in one of the regions. The regions were Eastern, 
Western, Brong Ahafo, Northern and Upper East. Data for 
eighteen (18) bridge projects completed from 2008 to 2014 
were provided. The data collected were final payment 
certificates including bill of quantities (BOQ) of work items 
at 100% completion. The data on the payment BOQ 
extracted are as shown in Table 1. Other information 
available were the start date, intended completion date and 
revised completion dates. Data on the steel bridge 
components were in amounts (sums) in the BOQ. Therefore 
data pertaining to the bridge components in the form of 
bridge weights, bridge spans and bridge lanes were not 
available from the regions. As a second step, a questionnaire 
was designed to solicit this information for the eighteen 
selected projects at the bridge section of the Department of 
Feeder Roads in Accra, Head office. The information 
requested for in the questionnaire include the total bridge 
span (ranging from 20 – 54m), weights of the steel 
components and the total number of lanes of the bridge 
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components for each of the eighteen (18) selected bridge 
projects.  

Table 1.  Independent variables/ items for model development 

ITEMS IN BOQ AND FROM QUESTIONNAIRE 

Bridge 
foundation 

In-situ 
concrete and 
Ancillaries 

Approach 
Roads 

Installation of 
bridge 

components 
(obtained from 
questionnaire) 

Excavation 
of 

foundation 
in m3 

Concrete of 
all grades in 

m3 

General 
excavation 

from borrow 
pits (filling) in 

m3 

Span of bridge in 
metres (m) 

 

Stone 
pitching 

(STP) in m2 
converted to 

m3 

Gravel sub-base 
in m2 converted 

to m3 

Weight of steel 
bridge component 

in kg 

 Reinforcemen
t in kg 

Site clearance 
in m2 No. of bridge lane 

 Formwork in 
m2 

Haulage of 
aggregates in 

m3-km 
 

 
Haulage of 

aggregates in 
m3-km 

 
 
 

3.2. Data Preparation 

It was necessary to prepare the data to enable the neural 
network recognize patterns in the dataset. The categories in 
the payment BOQs were the Bridge foundations, In –situ 
Concrete and its Ancillaries, Approach Roads and Bridge 
components. Before the analysis of the collected data, items 
in the BOQ which were similar in nature but were measured 
in different units were converted to the same unit [29], [12]. 
As an example, gravel sub-base which was measured in 
square meter in the payment BOQ was converted to cubic 
metre by multiplying the superficial values by the 
thicknesses specified in the item description. This is because 
under the category of Bridge foundations  and Approach 
roads, items such as excavation of foundation, excavation for 
inlet and outlet channels for culverts and excavation from 
borrow pits are all measured in cubic meters.  

For projects which had concrete U culverts which served 
as reliefs to the main bridge, these concrete U culverts in 
linear meter in the payment BOQ were converted to cubic 
metres. These linear items were inclusive of excavation of 
the culverts, formwork and reinforcement in the item 
description. The associated ancillaries such as formwork and 
reinforcement were computed for each of the selected 
projects. These computations were done using an excel 
spreadsheet containing taking – off of all the drainage 
structures used by the Department of Feeder Roads (i.e. rural 
road agency). The total volume of in-situ concrete in m3, 
total formwork in m2 and total reinforcement in kg for each 

project were then obtained by adding the volumes of all 
in-situ concrete of all grades, formwork in m2 and 
reinforcement in kg respectively. The total volume of 
concrete also included the volume of stone pitching which 
was measured in m2 in the BOQ but converted to m3 by 
simply multiplying the superficial quantity by the thickness 
of stone pitching in the item description. The total haulage 
for each project was also obtained by adding all the haulages 
in m3 -km under each work category.  

In two (2) out of the eighteen (18) projects, there were two 
steel bridges that were completed under each contract. For 
such contracts, the spans, weights and lanes of the bridge 
components were added together to arrive at the total span, 
weight and number of lanes which were then used for the 
analyses. The actual completion dates for each of the bridge 
projects were also obtained.  

Table 2 shows the characteristics of the bridge projects 
selected for this study. 

Table 2.  Characteristics of bridge projects selected 

LOCATION NO PERCENTAGE 

Eastern 6 33.33 

Northern 1 5.56 

Upper East 4 22.22 

Brong Ahafo 3 16.67 

Western 4 22.22 

Time overruns (T)   

T< 0 2 11.11 

0≤ T ≤5% 2 11.11 

5< T ≤20% 2 11.11 

T >20% 12 66.67 

Bridge span (m)   

20 - 30 13 72.22 

31 - 40 3 16.67 

41 - 55 2* 11.11 

Donors / Funding Type   

Acrow 4 22.22 

Dutch 9 50.00 

Spanish 5 27.78 

*Each project contained two different steel bridges of different spans 

3.3. Data Analysis and Discussion of Results 

The principal component analysis (PCA) was employed in 
this study to determine the significant items which can be 
used for model development and in detecting 
multicollinearity which is likely to be present within the 
dataset. Multicollinearity is a situation where the correlations 
among the independent variables (quantities of work items) 
are strong. When two variables are correlated, they 
essentially convey the same kind of information. From table 
1, it was obvious that some items such as bridge weight, 
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bridge span and bridge lane are correlated since they convey 
the same kind of information (i.e the steel bridge component). 
As opined by [35], variables that have issues with 
multicollinearity should be removed from the dataset. 
Therefore a preliminary analysis was carried out by running 
a correlation matrix with the aid of SPSS version 17 to detect 
and remove highly correlated quantities of work items. 
Because of space, the correlation matrix is not presented here. 
Work items, such as bridge weight, bridge lane and sub-base 
determined to have high correlations were removed after the 
thorough preliminary analysis to ensure that 
multicollinearity is eliminated or reduced within the datatset. 
The resulting correlation matrix after elimination is shown in 
table 4. After the elimination of correlated variables, the 
principal component analysis (PCA) was performed using 
the following steps: (i) Testing for the appropriateness of 
using PCA and extracting the principal components, (ii) 
Establishing that the determinant (R) of the resulting 
correlation matrix (table 4) must be greater than 0.00001[8] 
and (iii) selecting the significant quantity of work items as 
input variables for the development of the model. From  
table 4, the determinant R = 0.001 > 0.00001 satisfying one 
of the criteria. The KMO and Bartlett’s test of sphericity is 
another criterion to be met. Kaiser (1974) as cited in [8] 
recommends values greater than 0.50 as acceptable. From 
table 3, the KMO value of 0.713 > 0.50 satisfying the KMO 
sampling adequacy criterion. 

The Bartlett’s measure tests the following hypothesis:  

Null hypothesis (Ho): All correlation coefficients are zero 
and the alternative hypothesis (H1): All correlation 
coefficients are not zero.   

This hypothesis is tested using the significance test (i.e.) 
whether the significant value is less or greater than 5% level 
of significance. If the Bartlett test is significant (that is     
p < 0.05, then Ho is rejected and H1 accepted).   

Table 3.  KMO and Bartlett's Test 

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .713 

Bartlett's Test of Sphericity 
Approx. Chi-Square (χ2) 100.135 

df 28 

Sig. .000 

From table 3, H1 is accepted since [χ2 (28) = 100.135, p < 
0.000] indicating that there are some relationships between 
the variables. Indeed table 4 shows that the correlation 
coefficients are not zero. This result indicates that the 
Bartlett’s test of sphericity is met. Table 6 shows the initial 
eigenvalues associated with each component before 
extraction, after extraction and rotation. The eigenvalues 
represent the variance explained by each component. 
Components 1 and 2 explain 57.166% and 15.863% of the 
total variance respectively. The eigenvalues of these two 
components (factors) are greater than 1 and are those 
extracted. These two components cumulatively constitute 
73.028% of the total variance of the data with a loss of 
26.972% of information. 

 

Table 4.  Correlation matrix after preliminary analysis to eliminate correlated variables 

 
WORK 
ITEMS Bridge_Span Haulage Excav_Fdn Insitu_Conc Rft Fmwk Site_Clearance Gen_Excav 

Correlation 

Bridge_Span 1 0.331 0.038 0.153 0.549 0.049 0.119 0.333 

Haulage 0.331 1 0.417 0.6 0.598 0.426 0.23 0.634 

Excav_Fdn 0.038 0.417 1 0.673 0.404 0.687 0.076 0.721 

Insitu_Conc 0.153 0.6 0.673 1 0.747 0.909 0.449 0.799 

Rft 0.549 0.598 0.404 0.747 1 0.563 0.295 0.646 

Fmwk 0.049 0.426 0.687 0.909 0.563 1 0.576 0.816 

Site_Clearance 0.119 0.23 0.076 0.449 0.295 0.576 1 0.449 

Gen_Excav 0.333 0.634 0.721 0.799 0.646 0.816 0.449 1 

Sig.            
(1-tailed) 

Bridge_Span 
 

0.09 0.44 0.272 0.009 0.423 0.319 0.089 

Haulage 0.09 
 

0.043 0.004 0.004 0.039 0.179 0.002 

Excav_Fdn 0.44 0.043 
 

0.001 0.048 0.001 0.381 0 

Insitu_Conc 0.272 0.004 0.001 
 

0 0 0.031 0 

Rft 0.009 0.004 0.048 0 
 

0.008 0.118 0.002 

Fmwk 0.423 0.039 0.001 0 0.008 
 

0.006 0 

Site_Clearance 0.319 0.179 0.381 0.031 0.118 0.006 
 

0.031 

Gen_Excav 0.089 0.002 0 0 0.002 0 0.031 
 

a. Determinant = .001 
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Table 5.  Rotated Component Matrix 

 
Component 

1 2 

Excav_Fdn .789 .053 

Haulage .494 .584 

Insitu_Conc .904 .292 

Rft .515 .734 

Fmwk .956 .092 

Site_Clearance .527 .108 

Gen_Excav .834 .404 

Bridge_Span -.091 .921 

Extraction Method: Principal Component Analysis. 
Rotation Method: Varimax with Kaiser Normalization. 
a. Rotation converged in 3 iterations. 

Table 6.  Total variance explained 

Component 
Initial Eigenvalues Extraction Sums of Squared Loadings Rotation Sums of Squared Loadings 

Total % of 
Variance Cumulative % Total % of 

Variance Cumulative % Total % of 
Variance Cumulative % 

1 4.573 57.166 57.166 4.573 57.166 57.166 3.843 48.041 48.041 

2 1.269 15.863 73.028 1.269 15.863 73.028 1.999 24.987 73.028 

3 0.958 11.974 85.002 
      

4 0.519 6.486 91.488 
      

5 0.394 4.926 96.414 
      

6 0.138 1.725 98.139 
      

7 0.116 1.447 99.587 
      

8 0.033 0.413 100 
      

 

Tables 5 and 7 show the rotated component matrix and the 
component score coefficient matrix respectively with its 
factor loadings and the rotation method. A factor loading for 
a variable is a measure of how much that variable contributes 
to the factor, thus a high factor loading scores shows that the 
dimensions of the factors are better accounted for by the 
variables [35]. Table 6 shows that in-situ concrete, formwork, 
General excavation and excavation of foundations load 
highly on component 1 and this component refers to 
reinforced in-situ concrete, ancillaries and Earthworks. 
Bridge span however, load highly on component 2 and this 
refers to the prefabricated steel bridge component in the 
payment BOQ. 

To ascertain which of these work items to use as 
independent variables/components for model development, 
tables 5 and 7 were considered. [10] as well as [7] used the 
rotated component matrix by selecting the item or 
component with the highest correlation coefficient or 
loadings as the significant predictors/ components for model 
development in their study. [36] On the other hand selected 
the highest loadings or high correlation coefficient in the 

component score coefficient matrix as the significant 
variables. This study adopted the two different approaches of 
selecting the significant predictors. 

Table 7.  Component Score Coefficient Matrix 

 
Component 

1 2 

Excav_Fdn .259 -.151 

Haulage .032 .270 

Insitu_Conc .242 -.020 

Rft .004 .364 

Fmwk .307 -.165 

Site_Clearance .156 -.053 

Gen_Excav .192 .071 

Bridge_Span -.249 .631 

Extraction Method: Principal Component Analysis. 
Rotation Method: Varimax with Kaiser Normalization. 
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Table 5 shows that the highest loading or coefficient of 
correlation for component 1 is formwork (0.956) and the 
same item has the highest loading (0.307) for table 7. For 
component 2, table 5 shows bridge span (0.921) as the 
significant predictor and the same item also has the highest 
loading (0.631) for component 2 in table 7. Thus the two 
approaches give the same independent components/ 
variables for the development of the model. 

4. Neural Network (NN) Development 
Before the development of the model, a brief background 

and the reasons for its application in this study is made. 

4.1. Brief Background of Neural Network 

The neural network is an artificial intelligence which 
consists essentially of many interconnected but artificial 
neurons which weighs, sums and threshold incoming signals 
to produce an output [33]. The ANN makes use of processing 
units which are connected by links with the processing unit 
grouped into three main layers, namely input layer, hidden 
layer and output layers [2].  

The input layer receives information from the outside 
world (which in this study is bridge span and formwork) with 
the hidden layer serving the purpose of creating an internal 
representation of the problem. The output layer gives 
solution to the problem through activation functions (such as 
identity, sine, tanh and exponential) and corresponding 
weights by offering a more accurate prediction which is the 
target duration (see figure 1). The architecture in figure 1 
which is a multi-layer perceptron (MLP) with a back 
propagation feed forward network has 2 input neurons, 5 
hidden neurons and 1 output neuron which is duration in this 
case. 

4.2. Reasons for Application of Artificial Neural Network  

The artificial neural network (ANN) has proved to have 
successfully provided solutions to many engineering 
problems. The network is able to solve complex or non 
–linear problems [28] and have gained popularity in 

construction management and engineering. The neural 
network has been found to produce better results or has a 
better accuracy than regression techniques ([28], [31]). 
Unlike the regression techniques, the ANN does not make 
prior assumptions about the distribution of the data or the 
form of interactions between factors [31]. The neural 
network is robust, has the ability to adapt to unknown 
datasets and has a good learning capability [15]. In view of 
the suitability of the neural network, a number of studies 
have been carried out using the ANN technique. [21] 
developed an ANN model for predicting the duration for new 
software projects. [30] used the neural network to develop a 
cost estimating model for rubberized asphalt pavement 
rehabilitation projects in the United States. [27] used the 
ANN to develop a model for estimating the duration for 
building projects in Bosnia Herzegovina. 

[29] also used the ANN for developing cost estimating 
models for utility projects in the USA. [28] also used the 
ANN to develop a cost estimating model for road tunnels in 
Greece. There seems to be a general consensus among 
researchers about the appropriateness of the ANN technique 
in predicting dependent variables. According to [28], the 
ANN model has a superior forecasting performance. This 
study therefore uses the ANN technique in the determination 
of a dependent variable which is duration in this case. 

4.3. Training of the Developed Network 

The statistica software release 8 was used in developing 
the network.  Before training the neural network (NN), the 
data splitting method was employed. 60% of the dataset were 
used for training the network, 20% for testing while the 
remaining 20% was used for validation. This ratio was 
adapted from [29] as well as [32]. This means that 12 
projects were used for training and the remaining 6 projects 
were set aside for testing and validation, 3 in each case. The 
dataset used for the testing and validation were randomly 
selected by the statistica software to prevent modeling biases. 
The two independent variables/items, bridge span and 
formwork determined as the significant items were used as 
input variables with the actual durations of each of the 
projects as the target or output variables. 

 
Table 8.  Summary performances of developed models during training, testing and validation 

Parameter 

Model Architecture 

I. MLP 2-17-1 II. MLP 2-25-1 

Training Testing Validation Training Testing Validation 

R 0.829562 0.950218 0.999635 0.999323 0.978487 0.999231 

R2 0.688172 0.902913 0.999271 0.998646 0.957436 0.998463 

Error 10394.9 16433.86 987.47 46.29 3242.73 1713.385 

MAPE (%) - 14.22 3.818 - 5.287 4.05 

Average Accuracy 
(%) (100 – MAPE) - 85.78 96.18 - 94.71 95.95 
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Figure 1.  Model architecture of a neural network 

The number of neurons in the hidden layer was obtained 
by trial and error. The automated network search (ANS) of 
the statistica software was used in order to select the most 
appropriate architecture for the dataset. Two of the networks 
with a feed forward back propagation algorithm were 
developed. The results showing the correlation coefficient (R) 
and determination (R2), the mean absolute percentage error 
(MAPE) obtained from tables 9 and 10 as well as average 
accuracies of the two networks are shown in Table 8.  

A widely used measure of the predictive efficacy of a 
model is its coefficient of determination (R2) ([1], [25], [11]). 
If there is a perfect relation between the dependent and 
independent variables, R2 is 1. Where there is no relationship 
between the dependent and independent variables R2 is 0. 

From table 8, model II had a better training performance 
R2 = 0.999 than model I (R2 = 0.688). This means that for 
models I and II, 68.8% and 99.9% respectively of the 
variances in bridge construction are explained by the bridge 
span and formwork indicating a good predictive ability at the 
training stage. The coefficient of correlation (R) for models I 
and II are 82.96% and 99.93% at the training stage indicating 
a strong relationship between the duration of bridge projects, 
the bridge span and the formwork. 

At the validation stage, table 8 indicates that the 
coefficient of determination (R2) for models I and II are 
99.92% and 99.85% respectively indicating a very high 
predictive ability. This shows that both models have very 

good predictive abilities and are suitable for predicting the 
duration for new bridge projects. Table 8 also shows that the 
average accuracy of the two models are very good 96.18% 
and 95.95% respectively for models I and II at the validation 
stage. 

4.4. Testing and Validation of Developed NN Models  

The process of determining the degree to which a 
developed model is an accurate representation of the real 
world from the perspective of the intended uses of the model 
is termed validation. The validity of a model is usually 
assessed in terms of predictive accuracy [4]. That is the 
predicted values obtained from the developed model are 
compared with the actual observed values to verify the 
predictive efficacy [5]. To further confirm the predictive 
value of the model as shown in table 8, the 6 projects which 
were set aside for testing and validation and not used in the 
development of the models were used at this stage. This idea 
was adopted from [4] as well as [5] Tables 9 and 10 
summarize the comparison of the observed (actual) values 
from the collected dataset and the predicted values generated 
from the developed network models at the validation and 
testing stages respectively. Two measures of accuracy 
dealing with percentage error were used to compare the 
forecasting performance of the model. The percentage error 
(PE) and the mean absolute error defined by [9] are: 
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Percentage error (PE) =  
Predicted duration – Actual duration   x 100% ----- (1) 
      Actual duration 
 
Mean absolute percentage error (MAPE) = ∑ [PE] --- (2) 
                                             N                                                                   
Where N is sample number. 
The predicted durations in days generated from the 

developed ANN models were compared with the observed 
durations. This was done to show how the performance of 
the developed model would be in practice (see tables 9 and 
10). From tables 9 and 10, the durations predicted by the two 
models with the validation datasets are consistent with the 
actual durations to within ±10%. In addition the two 
developed models were found to produce accurate forecasts 
because the mean absolute percentage error (3.82%) and 
(4.05%) at the validation stage fall well within the acceptable 
limit of 10% as opined by [9]. The MAPE of 3.82% indicates 
that model I produces a better result at the validation stage 

than model II (MAPE = 4.05%). However, table 8 shows that 
model II has a much better performance at the training and 
testing (5.29% for model II as against 14.22% for model I) 
stages than model I. Model II is eventually selected as the 
most appropriate with a MAPE of 4.05%. In addition, figure 
2 for model II shows that the predicted durations are equally 
dispersed around the diagonal with no clear evidence of 
trend at the validation stage. For figure 3, however, the 
predicted durations are dispersed above the diagonal 
indicating that model II overestimates the duration at the 
testing stage. It should be noted that the MAPE of 4.05% 
compares reasonably with [26] and [27] who obtained 
MAPE values of 8.51% and 2.51% respectively. In addition, 
the developed model in this study has a much lower MAPE 
(4.05%) than the study carried out by [19] for bridge projects 
who obtained an MAPE of 21% at the validation stage. The 
developed MLP 2-25-1 (model II) means multi –layer 
perceptron with 2 neurons in the input layer, 25 neurons in 
the hidden layer and 1 neuron in the output layer. 

Table 9.  Comparison of actual values and predicted values for bridge duration at validation stage 

  MODEL I: MLP 2 – 17 -1 MODEL II: MLP 2 – 25 -1 

Bridge 
No 

Actual 
duration 

(days) 

Predicted 
duration    

(days) 

Percentage 
error 

Absolute 
percentage 

error 

Predicted 
duration           

(days) 

Percentage 
error 

Absolute 
percentage 

error 

1 940.000 992.962 5.634 5.634 843.114 9.757 9.757 

2 1323.000 1368.613 3.448 3.448 1319.449 0.259 0.259 

3 1359.000 1391.237 2.372 2.372 1388.677 2.133 2.133 

MAPE    3.82   4.05 

Table 10.  Comparison of actual values and predicted values for bridge duration at testing stage 

  MODEL I: MLP 2 – 17 -1 MODEL II: MLP 2 – 25 -1 

Bridge 
No 

Actual 
duration 

(days) 

Predicted 
duration 

(days) 

Percentage 
error 

Absolute 
percentage 

error 

Predicted 
duration 

(days) 

Percentage 
error 

Absolute 
percentage 

error 

1 1748.000 1510.663 13.578 13.578 1670.231 5.148 5.148 

2 861.000 990.444 15.034 15.034 842.150 1.903 1.903 

3 1137.000 1296.745 14.050 14.050 1251.250 8.811 8.811 

MAPE    14.22   5.29 
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Figure 2.  Predicted versus actual durations for model II at the validation 
stage 

Scatterplot of Predicted Model II (Test) against Actual Durations
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Figure 3.  Predicted versus actual durations for model II at the testing stage 
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5. Limitation of Study 
The sample size was small as the rural road agency had 

limited number of completed bridge projects at the time of 
this research. However, some of these bridge projects are 
still on –going and since the study is an on-going one, it is 
expected that additional data will be obtained in order to 
improve the predictive ability of the model. Apart from the 
above limitation, the duration of a construction project is 
affected by several factors apart from quantities of work 
items. According to [13] and [24], there is a relationship 
between the attitude of the workforce and management 
practices to the duration of a construction project. This study 
is however, limited to the relationship between duration and 
quantities of work items in a BOQ. It does not incorporate 
the implications of other likely factors that can influence the 
total time required for the completion of bridge construction 
projects. 

6. Conclusions 
The duration of a bridge project should be estimated 

reasonably by the professionals at the Department of Feeder 
Roads in order to avoid time overruns and deduction of 
liquidated and ascertained damages from contractors. The 
duration of bridges can be determined or estimated based on 
the quantum of work involved and the complexity of the 
project. The primary contribution this study makes to the 
body of knowledge is that the duration of a bridge can be 
estimated from only two work items, the span of the steel 
bridge components and the quantity of formwork in a BOQ. 
This study used these two items to develop a working model 
which can be used by the agency to reasonably estimate the 
duration of a bridge construction project with an MAPE of 
4.05%. As illustrated in this study the actual durations of the 
validation set were very much consistent with the predicted 
durations indicating that the developed models are useful for 
predicting the duration of new bridge projects. All that is 
required for the application of this model is for the duration 
estimator to obtain the total quantity of formwork in a BOQ 
of a new project. Together with the bridge span of the 
prefabricated steel component, the duration of a new bridge 
project can be obtained by deploying the developed neural 
network. The study has shown that the best neural network is 
the multi-layer perceptron with an architecture 2-25-1. The 
approach used in the study can be employed by professionals 
in other countries to develop a tool for estimating the 
duration of bridge projects in their countries. It is the hope of 
the authors that professionals at the Department of Feeder 
Roads would use the developed model to estimate the 
duration of bridge projects. 
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