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Abstract  The WIMAX technology based on air interface standard 802-16 wireless MAN is configured in the same way 
as a traditional cellu lar network with base stations using point to multipoint architecture to drive a service over a radius up to 
several kilometers. The coverage range and the speed of WIMAX make the system very attractive for users and enterprises, 
especially for VOIP services so,we examine how well WIMAX is suited to support one of the most promising applicat ions - 
Voice over IP VoIP. Though, the medium access control (MAC) layer of WIMAX has been standardized, there are certain 
features which can be tuned and made specific to an application and/or channel conditions. We exploit the flexibility present 
in the MAC layer of 802.16a for construction and transmission of MAC protocol data units (MPDU) for supporting multip le 
VoIP streams over a single WIMAX link. Since, VoIP streams are both delay and loss sensitive we study a delay added when 
we use Turbo, CPC and combination of both. In this paper, a comparison between the performance of WIMAX using 
convolutional Product code (CPC), turbo codes and combination of them (CPC)[1] is made. Then we study R score (measure 
for quality of services when send VOIP over WIMAX)----{-improve} and we notice that delay  factor for turbo code is less 
than CPC but on other hand that the most important factor for R-score is packet losses which is slightly better when using 
convolutional product code (CPC) than Turbo codes especially for when we use pseudo interleaver. 
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1. Introduction 
WIMAX[3] is a new wireless technology that provides 

high throughput broadband connection over long distances 
based on IEEE.802.16 wireless MAN air interface standard. 
It  is  des igned  to  accommodate both  fixed  and  mobile 
broadband applications. It can  be used for many applicat ions, 
including "last mile" broadband connections, hotspots and 
cellu lar backhaul, and high-speed enterprise connectivity for 
business, due to its high spectrum efficiency and robustness 
in mult i path propagation. Comparing WIMAX to Wi-Fi and 
3G, the wimax has an improved important characteristic, the 
throughput capabilit ies of wimax depends on the channel 
bandwidth used[4]. Unlike the 3G systems which have fixed 
channel bandwidth, WIMAX defines a selectable channel 
bandwidth from 1.25MHz to 20MHz. In WIMAX systems, 
there are many researches had been made for the different 
stages such as coding stage[5-9]. Our investigat ions are 
focused on study ing the perfo rmance o f wima x us ing 
convolutional product code (CPC) compared to turbo code. 
In the CPC coding method, a stream of b its, forming the 
message, is converted into a matrix (nxm). First each row  
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will be coded by recursive systematic convolutional encoder. 
After interleaver, each column will be coded by another 
recursive systematic convolutional encoder. The same or 
different generator polynomials are used to code both rows 
and columns. CPC will be described in more details in 
section III. In this paper, CPC method is studied for 
improving BER at d ifferent SNR for WIMAX system. The 
comparison between this method and turbo code will be 
investigated. Moreover a combination between CPC and 
turbo code will be done also studying Turbo codes using 
different interleaving methods such as block, spread and 
pseudo. These different code methods will be used at 
different modulation techniques (BPSK/QPSK and). Then In 
this paper, we examine how well WiMax is suited to support 
one of the most promising applicat ions - Voice over IP VoIP. 
Though, the medium access control (MAC) layer of WiMax 
has been standardized, there are certain features which can 
be tuned and made specific to an application and/or channel 
conditions. We explo it the flexibility present in the MAC 
layer of 802.16a for construction and transmission of MAC 
protocol data units (MPDU) for supporting mult iple VoIP 
streams over a single WiMax link. Since, VoIP streams are 
both delay and loss sensitive we study a delay added when 
we use Turbo, CPC and combination of both. 

Paper is organized as fo llows: in Section 2, description of 
physical layer of W IMAX, section 3, description of Turbo 
codes, section 4, description of CPC, section 5, VOIP and R 
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score, section 6, section 7, delay and losses sensitivity for 
VOIP , section 8, and finally Section 9, conclusion. 

2. Physical Layer of WIMAX 
The downlink transmission using the wireless Man is 

being considered. Wimax system depends on OFDMA 
physical layer as specified in the IEEE .802.16 standard[10]. 
A block diagram of the physical layer of wimax is depicted 
in Fig. 1. The binary data bits after randomization are fed 
into the encoder. The turbo encoder or CPC will be used in 
this stage. After interleaving, the sequence of binary bits, is 
fed into the modulator for mapping which means converting 
them to a sequence of complex values and modulating them 
by QPSK, BPSK/QPSK. By  this procedure the OFDM 
symbols are constructed in the frequency domain, and then 
Inverse Fast Fourier Transform (IFFT) is used for converting 
them into the time domain. 

3. Description of Turbo Code 
The fundamental turbo encoder Fig.1 is built using two 

identical Recursive Systematic Convolutional (RSC) 
encoders with  parallel concatenation[11,12]. An RSC 
encoder has a rate equals 1/2 and is termed a component 
encoder, the two component encoders are separated by an 
interleaver. Only one of the systematic outputs from the two 
component encoders is used. 

In this paper, a turbo code with rate 1/3 is used for 
encoding the message. The two (RSC) encoders that form the 
turbo coder, are separated by an interleaver, both of them has 
generator polynomials (1,5/7), constraint length 3 and code 
rate 1/2 Fig. 3. 

 
Figure 1.  Simple Turbo coder structure 

4. Description of CPC Method 
CPC is a new coding method in which the informat ion bits 

are placed into two dimensions (2D) matrix. The rows and 
the columns are encoded separately by using recursive 
systematic. 

Convolutional encoders. The same recursive systematic 
convolutional code is used to encode each row. Once all 
rows have been encoded, the matrix is sent, if desired, to an 
interleaver. Our o rig inal data matrix dimensions are (n×k), 
and the encoded data matrix d imensions will be (2n×k). The 
coded rows matrix is then recoded column by column using 
the same or different recursive systematic convolutional 
encoder. CPC uses a recursive systematic convolutional code 
with rate 1/2 and generator polynomials (1,5/7) octal to 
encode each row and column Fig. 5. Hence, the overall code 
rate will be1/4. 

In this work, the same technique is used for coding the c 
message, except we use nonrecursivenonsystematic 
convolutional encoder instead of recursive systematic 
convolutional encoders for coding both rows and columns. 
The sequence of bits is fed into 2D matrix and fills it column 
by column. The size of this matrix will be (nx4) for 
BPSK/QPSK and (nx6) for, to simplify  the process of 
mapping, as the symbol size in BPSK/QPSK is 4 b its and in  
is 6 b its. So each row will form one symbol. The 'n' refers to 
the number of data subcarriers of OFDM, 128 or 512. The 
coding by CPC will be done in 2 stages. First each column 
will be independently coded, and then each row of the 
resulting matrix will be recorded by the same generator 
polynomials. The generator polynomials used for coding 
both rows and columns are (5,7) with constraint length 3, not 
following the standard of WIMAX, Figure 6. Each column is 
padded with two zeros for terminating its encoder but each 
row is padded with two  or three zeros according to the 
number of used subcarriers, 128 or 512, receptively to  form 
the suitable size of the overall matrix. That matrix is then 
divided into smaller matrices with sizes (nx4) or (nx6) as 
described later. Figure 6 Convolutional coding[5,7] The 
reason for using nonrecursivenonsystematic convolutional 
encoder instead of recursive systematic convolutional 
encoders is simplifying the termination of the encoder, as 
RSC contains a feedback and its termination will be more 
difficult. Also using the generator polynomials (5,7) leads to 
a little increase in the complexity o f the system because of a 
few number of zeros will be added to terminate the two 
encoders. After coding, the total number of bits will be more 
than the original message's bits as the overall code rate 
becomes 1/4, and the zeros added to both column and rows 
for termination process.  

At the receiver, the three OFDMA symbols are combined 
to form the orig inal matrix which is decoded by Viterbi 
decoder, that uses the same generator polynomials (5,7) with 
hard decision for each row then for each column to obtain the 
results shown in Figures 1,2 . To match the CPC method,the 
number o f data b its will be reduced due to the number of zero 
bits added to terminate the two encoders. The advantages of 
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this method are, 

 
Figure 2.  Bit  error rate for Turbo codes, CPC code andcombination of 
Turbo codes 

1. Do not need another interleaver after channel coding 
because of converting into matrix (nx4) or (nx6) do almost 
the same job as the overall matrix will be filled column by 
column and will be read row by row after coding processes 
(block interleaver) since each  row is used for making QAM 
symbol. 2. Reducing the BER. But on the other hand it 
causes more delay for obtaining the original message 
because the code rate becomes ¼ not 1/2 as convolutional 
code so the system will be more complex 

 
Figure 3.  Bit error rate for Turbo codes using different interleaving 
methods “Spread, Block and pseudo” 

Also a combination between turbo code and CPC is done. 
In this type of coding the CPC is used directly without any 
modification which means using RSC for code both rows 
and columns with generator polynomial (1,5/7) and constrain 
length 3. This type of coding will have code rate=1/4. Figure 

2. In Figure 3 we study BER for turbo codes using different 
interleaver types block, spread and pseudo with 16 QAM 
modulations we found that BER enhancement observed in 
pseudo. In Figure 4 shows BER in d ifferent N iterat ions for 
turbo codes. 

 
Figure 4.  Bit error rate for turbo codes for different N=2048,512, in 
different iterations “ 6 and 3” 

5. R-score 
Regarding of the growing rate of data services, voice 

services still remain the major revenue earner for the 
serviceproviders. However, provid ing voice services 
wireless or otherwise, require infrastructures that are usually 
very expensive. Therefore, efforts are being made to deliver 
voice services over the already existing IP infrastructure 
which is viewed as an easy and cheap solution. Supporting 
voice over IP has many challenges. Real-t ime applications 
like VoIP require min imum service guarantees that go 
beyond the best-effort structure of today’s IP networks. 

Though some codecs are capable of some level of 
adaptation and error concealment, VoIP quality remains 
sensitive to performance degradation in the network. 

5.1. Quality of VoIP 

A typical VoIP applicat ion works as follows. First, a voice 
signal is sampled, digit ized, and encoded using a given 
algorithm/ coder. The encoded data (called frames) is 
packetized  and transmitted usingRTP/UDP/IP. At the 
receiver’s side, data is de packetized and forwarded to a 
playout buffer, which smoothes out the delay incurred in the 
network. Finally, the data is decoded and the voice signal is 
reconstructed. The quality of the reconstructed voice signal 
is subjective and therefore is measured by the mean opinion 
score (MOS). MOS is a subjective quality score that ranges 
from 1 (worst) to 5 (best) and is obtained by conducting 
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subjective surveys. Though these methods provide a good 
assessment technique, they fail to provide an on-line 
assessment which might be made use for adaptation purpose. 
The ITU-T E-Model[4] has provided a parametric estimation 
for this purpose. It defines an R-factor[4],[5] that combines 
different aspects of voice quality impairment. It is given by 

R = 100 − Is − Ie − Id + A         (1) 
where Is is the signal-to-noise impairments associated with 
typical switched circuit networks paths, Ie is an equipment 
impairment factor associated with the losses due to the 
codecs and network, Id represents the impairment caused by 
the mouth-to-ear delay, and A compensates for the above 
impairments under various user conditions and is known as 
the expectation factor. It is to be noted that the contributions 
to the R-score due to delay and loss impairments are 
separable. This does not mean that the delay  and loss 
impairments are totally uncorrelated, but only their influence 
can be measured in isolated manner. Expectation factor 
covers intangible and almost impossible to measure 
quantities like expectation of qualities. However, no such 
agreement on measurement o f expectation on qualit ies has 
still been made and for this reason expectation factor is 
always dropped from the R factor equation in all studies of 
VoIP. The R-factor ranges from 0 to 100 and a score of more 
than 70 usually means a VoIP stream of decent quality. The 
R-score is related to MOS through the following non 
linearmapping[4] 

MOS = 1+0.035R + 7 × 10−6R(R − 60)(100 − R)  (2) 
for 0 ≤ R ≤ 100. If R < 0, MOS takes the value of 1, and 
similarly, if R > 100, MOS takes the value of 4.5. 

Among all the factors in equation (1), only Id and Ie are 
typically considered variables in VoIP[5]. Using default 
values for all other factors[4], the expression for R-factor 
given by equation (1) can be reduced to 

R = 94.2 − Ie − Id.              (3) 

5.2. Delay and Loss Sensitivity of VOIP 

Let us study how end-to-end delay (consisting of codec 
delay, network delay, and playout delay) andtotal loss 
probability (consisting of loss in the network and playout 
loss at the receiver’s decoder buffer) affect the VoIP call 
quality, i.e., the R-score. 

5.2.1. Effect of Delay 
In a VoIP system, the total mouth-to-ear delay is 

composed of three components: codec delay (dcodec), 
playout delay (dplayout), and network delay (dnetwork). 
Codec delay represents the algorithmic and packetization 
delay associated with the codec and varies from codec to 
codec. For example, the G729.a codec introduces a delay 25 
ms delay. Playout delay is the delay associated with the 
receiver side buffer required to s mooth out the delay for the 
arriving packet  streams. Network delay  is the one-way 
transit delay across the IP transport network from one 
gateway to another. Thus the total delay is 

d = dcodec + dplayout + dnetwork      (4) 
The delay impairment Id depends on the one way mouth 

to- ear delay encountered by the VoIP streams. This mouth 
to- ear delay, denoted by Id, determines the interactivity of 
voice communication. Its impact on voice quality depends 
on a critical time value of 177.3 ms, which is the total delay 
Budget (one way mouth-to-ear delay) fo r VoIP streams. The 
effect of this delay is modeledas[5], 

Id = 0.024d + 0.11(d − 177.3)H(d − 177.3)   (5) 
Where H(x) is an indicator function:  
H(x) = 0 if x < 0, and 1 otherwise. 

5.2.2. Effect of Loss  

VoIP call quality  is also dependent on the loss impairment. 
Recall, Ie represents the effect of packet loss rate. Ie  accounts 
for impairments caused by both network and receiver’s 
playout losses. Different codecs with their unique encoding / 
decoding algorithms and packet loss concealment techniques 
yield different values for Ie. We use the model as proposed 
in[5],[6] that relate Ie to the overall packet loss rate as 

Ie = γ1 + γ2ln(1 + γ3e)            (6) 
Where γ1 is a constant that determines voice quality 

impairment caused by encoding, and γ2 and γ3 describe the 
impact of loss on perceived voice quality for a given codec. 
Note that e includes both network losses and playout buffer 
losses, which can be modeled as, 

e = enetwork + (1 − enetwork)ep layout     (7) 
Where, enetwork is the loss probability due to the loss in 

the network and eplayout is loss probability due to the play 
out loss at the receiver side. 

5.3. Sensitivity of R-score towards Delay and Loss 

 
Figure 5.  R score For VOIP quality for Loss and delay 

We show the sensitivity of both delay and loss in Figure .5 
we show the R-scores between 20 and 80 with the jitter 
buffer being 60 ms. it is evident that VoIP call quality is 
more sensitive towards loss than the delay. For constant loss 
and with increase in delay, call quality degrades very slowly. 
But fo r the reverse case, i.e., for constant delay, with increase 
in loss, the R-factor drops significantly. This difference in 
sensitivity is the primary mot ivation for the mechanis m that 
is proposed at the MAC layer of W iMax. 
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Also we study Id using NS2 for the prev ious coding we 
found that turbo codes had the lowest Id as shown in  figure 6. 

 
Figure 6.  ID value for different coding typesCpc , Turbo codes using 
Block and spread interleavers 

6. Conclusions 
In this paper, performance of wimax systems is 

studiedunder using CPC and Turbo using different 
interleaverscoding method. This method leads to reduce 
BER at any SNR. We investigated the effects of this method 
at different modulation schemes (BPSK/QPSK) and for 
different number of OFDMA sub carriers (128-512), it g ives 
a good improvement. For example at BER equals to 10-2 for 
BPSK/QPSK, 128 subcarriers and BPSK/QPSK, 512 
subcarriers, the amount of improvements in SNRapproxima
tely equal to2 dB better thanconvolutional code.Also we 
study The R-score for these different codes and we found 
that R-score is a slightly better for turbo codes 
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