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Abstract  The fixed pattern noise (FPN) is an important parameter in imaging devices such as CCD or CMOS sensors that 
becomes more important when we consider about precision. There is no simple technique to remove FPN without any 
inconvenience. An algorithm is proposed, which can reduce both, gain and offset FPN noise. At first, the gain FPN of all 
pixels will be unified. Then, the same procedure applies to the offset FPN. For a particu lar application in a star tracker, one 
can explo it stars image and its dark background or satellite motion to calibrate the camera during a mission. The efficiency of 
the proposed algorithm has been proved by simulation results. This technique also can be used in any camera or infrared 
devices that use a focal arrays system to observe the scenes. 
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1. Introduction 
After launching the first satellite (Sputnik 1), thousands of 

them have been launched into orbit around the earth. The 
commonly used altitude classificat ions are low earth orbit 
(LEO), medium earth orbit (MEO) and high earth orbit 
(HEO). Low earth orbit is below 2000 km. satellite orb its 
depend on properties and objectives of sensors, they carry. 
For instance, most of the remote sensing satellites are placed 
in near-polar orbits.  

Recently high attitude accuracy has become more 
important. Attitude determination process determines the 
orientation of satellite with respect to a reference frame. 
Most Satellites use a star tracker to determine their attitude. 
Star tracker is an electronic  camera that is connected to a 
processor[1,2]. They are classified based on different imager 
technologies such as active pixel sensor (APS), charge 
coupled device (CCD) or charge in jection device (CID). 
Most commercial star trackers use CCD chips, because the 
CCD chips are low noise and are easily available. In the 
recent century, the use of LEO satellites has increased with 
the huge development of space technology. Commercial star 
trackers usually have mass of 3kg, accuracy of 10" 
(pitch/yaw) and 40" (roll), update rate of 40Hz and power 
consumption of 10W. Power consumption and radiation 
effects and mass can be reduced with using APS systems. 

Evolution of CMOS sensors, also called APS, represent a  
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new era in the idea of star trackers. APS based system 
provides advantages, such as high radiation tolerance, 
random access capability, advanced capacity of integration 
in a system and standard CMOS clocking voltage. Although 
these devices are not as developed as CCDs[3]. These 
mentioned sensors suffer from variety of noises and 
disadvantages. Fixed pattern noise is one of these 
disadvantages. FPN refers to, pixel to pixel variation[4] -[7]. 
It is mainly due to dark current differences and it is fixed for 
a specific sensor, but change from sensor to sensor. FPN 
includes gain and offset component[8] -[12] that is random 
in CCD image sensors. CMOS sensors due to their readout 
circuit suffer from column FPN that appears as strip bands in 
the image[13]. The FPN in CCD and CMOS is shown in 
figure1. There are some methods for reducing FPN, such as 
correlated double sampling and flat  field ing techniques[14]. 
These methods have many problems, fo r example FPN noise 
changes with temperature and time. Since those methods that 
reduce the FPN with permanent data, after some time periods 
or with temperature variat ion, may not work correctly. 

 
Figure 1.  FPN noise for CCD (left) and CMOS (right) noise 

A star tracker uses camera in order to determine of satellite 
attitude, therefore such method cannot be used because they 
forced to interrupt the camera imaging for calibrat ion and 
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many of them need laser and laboratorial devices. So we 
need to reduce the FPN without interruption and also need 
such process that can be upgraded during the time. In this 
paper a method is proposed, that reduces both, the gain and 
offset FPN in  CCD sensors. This technique also can be used 
in any focal array imaging devices that follow linearity 
response model such as infrared focal arrays. These sensors 
need a black body to reduce nonlinearity or offset FPN which 
is expensive and need specific mechanical hardware and 
interruption of camera. Thus nowadays those techniques that 
based on post processing have been become more important 
[15]. 

2. FPN and Sensor Model 
Fixed pattern noise includes gain and offset values. In 

CCD sensors because of unique amplifier for all pixels we 
have random FPN. However, in CMOS due to its 
perpendicular readout system, FPN appears in  vertical line as 
seen in Fig.1. Common linear model for each pixel is used. 
For specific pixel, the output is come in below: 

y ax b= +                     (1) 
where, “y” is the output signal of CCD for this pixel, “a” 

gain  FPN, “b” offset  FPN and “x” is input illumination 
that this pixel has been received. For ideal pixel without FPN 
noise, the value of “b” is zero and “a” must be equal to one. 
Only the magnitude of “y” is calcu lable and the other 
parameters (“a”, ”b”, ”x”) are unknown. If the complete 
arrays detector needs to be modeled, there are M×N p ixels. 
Each pixel t reats as a line, which has a different gain and 
offset value. Each p ixel has its own model that produces 
nonuniformity in the detector and each of them has a unique 
output versus its illumination. After applying proposed 
algorithm that will be described at incoming topics, the 
whole p ixels treat as a unique line. The output also can be 
written as following equation 

yi (m,n)=a (m,n)xi (m,n)+b (m,n)             (2) 
In this equation yi (m,n) represents the output of the pixel 

located in the m’th row and n’th column at i’th frame. In 
some methods, the value of a (m,n) considered to be unite, or  
b (m,n) considered to be zero , then FPN will be corrected. 
But we keep gain and offset values and then correct both of 
them. 

3. Algorithm Description 
3.1. Basic and Conditions 

This algorithm is based on three images that are taken in a 
quick interval. These images can be provided, as satellite 
moves and takes images for procedure of star tracking. 
Hence, there are relat ions between pixels info rmation. We 
can exp loit these features and alter parameters of output 
pixels and improve these images. The second image is 
shifted version of first image and third image is shifted 
version of second or first image. As much as more p ictures 

are taken, more information can be obtained, but these three 
images are sufficient to provide the information for the 
proposed algorithm. The detector that we considered is like 
figure2. The detector is under illumination. Yellow arrows 
show input illumination and blue arrows represent the output 
signal of the detector. 

 
Figure 2.  Detector arrays exposure 

3.2. Gain Unification in Adjacent Pixels 

Suppose that a 4×4 elements linear arrays CCD is 
considered, hence, for the first column of the detector that is 
displayed in figure2, we can write: 

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

1

1

1

1

1,1 1,1 1,1 1,1

1,2 1,2 1,2 1,2

1,3 1,3 1,3 1,3

1,4 1,4 1,4 1,4

y a x b

y a x b

y a x b

y a x b

= +

= +

= +

= +

            (3) 

where value of “y” represents the output signal of the 
detector. As we said, only this value has been collected and 
the others are still unknown.  In the next frame, we have: 

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

2

2

2

1,1 1,1 1,2 1,1

1,2 1,2 1,3 1,2

1,3 1,3 1,4 1,3
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y a x b

y a x b

= +

= +

= +

           (4) 

As it is seen there is a relat ion between these equations and 
the first frame equations. In these frames, we suppose that 
the illumination of the captured scene is constant. Fig 3 
displays shifted detector for one pixel shifting that make 
second frame equations. Second pixel shifting is performed 
to allow us having fallowing equations. 

 
Figure 3.  Detector arrays exposure with one pixel shifting (second frame) 
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( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

3

3

1,1 1,1 1,3 1,1

1,2 1,2 1,4 1,2

y a x b

y a x b

= +

= +
         (5) 

The condition in  (4) is like (3), only the d ifference is one 
pixel shift ing in arrays. Figure3 shows this movement. In  (5), 
there is two times shifting instead of one time shift ing that 
explained. In  second frame, in formation o f the last equation 
and in third frame, information of two first equations will be 
lost. This information distortion causes that a (1,4) element 
could not be unified simply. But this problem will be solved 
at next sections. The gain unification can  be perfo rmed by 
applying these equations. 
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By div iding these two equations we have: 
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In (7), ( )1 1,3f  obtained in same way as ( )1 1, 2f . ( )1 1,3f  
is called unificat ion factor of pixel 2, with first pixel in first 
row. Because of information distortion that discussed before, 

( )1 1, 4f  cannot be calculated yet. 
After applying ( )1 1, 2f  and ( )1 1,3f  to first frame 

equations, it is seen that the gain of all pixels, except last 
pixel can be unified. 
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   (8) 

3.3. Last Column Unification Factor Determination 

Since we have not shift information about last column 
pixel, we have to estimate the last unification factor with 
extra relations. 

( ) ( ) ( ) ( )2 1,3 1,3 1,4 1,3y a x b= +        (9) 

Therefor x (1,4) can be written as: 
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Applying (10) in ( )1 1, 4y  we have: 
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In (11) value of y(4,1) is approximated, because the value 

of ( ) ( ) ( )
( )
4,1

4,1 3,1
3,1

a
b b

a
−  is negligib le. Therefore the value 

of ( )1 4,1f  could be estimated as: 
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The gain unification can be rewritten as: 
( ) ( ) ( ) ( )
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 (13) 

Hence, so far, the gain  FPN has been unified. Then offset 
FPN must be unified. The final equation for gain correction 
can be written as following: 

( ) ( ) ( ), , 1,mY m n y m n f n= ×           (14) 
where ( ),Y m n  is corrected output and ( )1,mf n  can be 

obtained as: 
( ) ( )

( ) ( ) ( ) ( )3 2

2 1

, 1 , 1
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3.4. Offset Unification in Adjacent Pixels 

These outputs have been obtained: 

( ) ( ) ( ) ( ) ( )
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where ( )1 1,1 1f = , second and third frame equations 
change to these: 
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and 
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Offset unification constant can be defined for bias values, 
like gain unification factor 
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After adding B values to main equation we have unified 
detector that is completely treats linear 

  (20) 

where B (1,1) = 0. 
This equation can be extended to all p ixels with following 

equation. 
   (21) 

The final correct ion formula can be calculated as: 
     (22) 

One column could be un ified until now. 90 degrees 
rotation of the camera can help us to find the relation 
between columns. It means that the camera rotates 90 
degrees and then the proposed algorithm applied to image 
again, one more t ime. After unifying the first column, the 
remain ing columns and all of p ixels can be unified. 
Procedure of proposed algorithm is explained in figure4. The 
algorithm init ially unifies the first column. Then, the camera 
rotates and this process will be continued again until all of 
pixels will be unified. The ideal offset could be easily 
obtained by comparing offset values. For example, in (19) 
every pixel bias values compared with  first pixel. It csould be 
extended to find out the best bias value. In order to find the 
best gain value, the same procedure is conducted. Hence, the 
unification will be based on the best gain and bias values 
rather than first pixel. 

 
Figure 4.  Description of proposed algorithm 

 
Figure 5.  (a) image with FPN noise                        (b) after applying the proposed algorithm 
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4. Simulation Results 

 
Figure 6.  Original sample image 

 
(a) 

 
(b) 

Figure 7.  (a) After adding FPN noise on image (b) The image after 
applying algorithm 

For testing the proposed algorithm, first we simulate a 
detector that follows the linear model which  described earlier. 
The proposed algorithm is applied to typical stars photo, 
which may use for attitude determination in a satellite. This 
photo is taken by 2048x2048x12 bit h igh resolution CCD 
sensor camera. Comparing two photos in figure5, after 
applying the algorithm, FPN noise is significantly removed. 
The proposed algorithm can reduce FPN noise, which added 
to simulated image. According to proposed algorithm it can 
be seen that, it is more efficient in  uniform scenes. It means, 
when we have low contrast, it seems better. FPN noise in 

CCD sensors is random, therefore FPN noise added to the 
raw image randomly. After adding noise to image, the 
proposed algorithm applied to it. Figure6 shows an original 
image that is taken by 12 Megapixels Panasonic Lumix 
DMC-GF1 camera with the 20mm f/1.7 pancake lens. The 
original image has no FPN noise. After adding FPN noise to 
image, the proposed algorithm applied to it. This procedure 
is shown in figure7. In practice the algorithm needs three 
integers or noninteger shifted frame, but in our simulation 
the camera shifting process was simulated. It means when 
the FPN noise is modeled to image, it is possible to shift the 
image which is similar to practical shifting. Suppose that we 
want to shift the first column to the second column, each 
parameter of gain or offset noise in this column apply to new 
pixels that are shifted. It is possible to simply, changes the 
algorithm in noninteger shifting process with two 
coefficients of row and column. 

5. Conclusions 
In the star tracker the light distribution of stars is very 
important and if it  is defected by noises, such as FPN and 
nonlinearity, the exact center of stars could be dislocated. In 
this paper, an algorithm is proposed which is based on pixel 
shifting. The algorithm could  be extended easily to 
non-integer pixel shift ing mode. The proposed algorithm has 
been described with an example of 4×4 detector for 
simplification. It is seen that this procedure reduced 
nonlinearity of FPN of a typical stars image and improved 
image quality. All pixels have been unified with gain factors 
and offset constants. Also it is possible to write an algorithm 
to find the best pixel in the detector which has ideal gain 
factor and minimum offset value and then, unify  all pixels 
with its characteristics. However this algorithm cannot 
completely fix both, gain and offset, but it  unifies them in  a 
simple way. 
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