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Abstract  We will show in this work, the use of artificial neural networks (ANN) as a new way of doing zoom operations 

on digital images. The objective is to make the presentation and description of four new approaches to zoom based on the use 

of ANN. These approaches will allow us to achieve regional and global zoom on a digital image. We will use a supervised 

learning algorithm for our ANN. We will use a database of learning formed by a set of digital images and their versions 

zoomed carefully by software zoom. We will also even a brief on ANN, their working principle and the famous zoom digital 

images methods. In this work, we will also prove the effectiveness of ANN as a good solution to the problem of restoring 

digital images defective due to zooming. 
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1. Introduction  

The zoom is a standard operation that can be performed on 

a digital image, its goal is to appear in the clear objects in an 

image have difficulties viewing. To solve this problem, we 

try to find ways to expand the regions, or fully images 

without loss of information at the end to recognize the 

objects in the image, or to make treatments on these objects. 

You can define the order of zoom as a variable to measure 

the degree of zooming, other words, the ratio between the 

size of zoom and the size of the original image. 

We will begin this work, by this introductory section, 

which is describe zooming and their importance in the field 

of digital image processing, the types of zoom that can be 

applied in a digital image, state of the art to expose the 

famous zoom images methods, a brief introduction on the 

functioning of ANN and at the end of this section we will 

outline the main features of our approach. Finally, we will 

describe in the methodology section, the approach used and 

the different algorithms and results. 

A. Partial Zooml 

We denote by the partial zooming, a zooming operation 

that can be performed on a block or a region of a digital 

image. The following figure shows an example of partial 

zoom of order X4: 
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Figure 1.  Partial Zoom 

B. Global Zoom 

We denote by the global zoom, zooming applied entirely 

on a digital image. The following example shows an 

operation global zoom 4X Sequence: 

 

Figure 2.  Global Zoom 
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C. Artificial Neural Network 

The neural network is inspired by biological neural system. 

It is composed of several interconnected elements to solve a 

collection of varied problems. The brain is composed of 

billions of neurons and trillions of connections between them. 

The nerve impulse travels through the dendrites and axons, 

and then treated in the neurons through synapses. This results 

in the field of ANN in several interconnected elements or 

belonging to one of the three marks neurons, input, output or 

hidden. Neurons belonging to layer n are considered an 

automatic threshold. In addition, to be activated, it must 

receive a signal above this threshold, the output of the neuron 

after taking into account the weight parameters, supplying all 

the elements belonging to the layer n +1. As biological 

neural system, neural networks have the ability to learn, 

which makes them useful. The ANN are units of 

troubleshooting, capable of handling fuzzy information in 

parallel and come out with one or more results representing 

the postulated solution.  

The basic unit of a neural network is a non-linear 

combinational function called artificial neurons. An artificial 

neuron represents a computer simulation of a biological 

neuron human brain. Each artificial neuron is characterized 

by an information vector which is present at the input of the 

neuron and a non-linear mathematical operator capable of 

calculating an output on this vector. The following figure 

shows an artificiel neural [1]: 

 

Figur 3.  Artificial neuron 

The synapses are Wij (weights) of the J neurons; they are 

real numbers between 0 and 1. The function is a summation 

of combinations between active synapses associated with the 

same neuron. The activation function is a non-linear operator 

to return a true value or rounded in the range [0 1]. In our 

case we use the sigmoid function [1]: 

 

Figure 4.  Sigmoid function 

An artificial neural network is composed by a collection of 

artificial neurons interconnected among them to form a 

neuronal system able to learn and to understand the 

mechanisms. Each artificial neural network is characterized 

by its specific architecture; this architecture is denoted by the 

number of neurons of the input layer, the number of hidden 

layers, the number of neurons in each hidden layer and the 

neurons number in the output layer. A layer of neurons in a 

neural network is a group of artificial neurons, with the same 

level of importance, as is shown in the following figure [1]: 

 

Figure 5.  Artificial neural network 

The operating principle of ANN is similar to the human 

brain; first, it must necessarily pass on the learning phase to 
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record knowledge in the memory of the artificial neural 

network. The storage of knowledge is the principle of 

reputation and compensation to a collection of data that 

forms the basis of learning. We have several algorithms that 

can teach an artificial neural network as backpropagation. 

The backpropagation is a method of calculating the weight 

for network supervised learning is to minimize the squared 

error output. It involves correcting errors according to the 

importance of the elements involved in fact the realization of 

these errors: the synaptic weights that help to generate a 

significant error will be changed more significantly than the 

weights that led to a marginal error. In the neural network, 

weights are, first, initialized with random values. It then 

considers a set of data that will be used for learning. 

D. Methods of zoom digital images 

There is a wide range of approaches invented in the 

intention to treat the subject of zoom digital images. F. 

Guichard and F. Malgouyres introducing an interpolation 

method based on a calculation of the total variation of the 

image. The method of the paper is similar to those of 

conventional restoration where you can enjoy an a priori 

knowledge on the image to obtain (eg belonging to BV). 

Hence the idea to formulate the problem of estimating the 

image w from u controlling the regularity of w:  

ω = argminJ1 w1μ + βJ2 w  Où J1 w1μ  is a term 

attachment or loyalty to the image data u - and J2(w) is a 

regularization term, eg total variation. If β is small, we will 

have a good fidelity data. If β is increases, then will be a 

much more regular picture. In the case before us, the term 

fidelity can be expressed by the condition 1, which is 

belonging to the spacew1. It remains to choose a regularity 

measure for the term J2(w). 

 

Figure 6.  Interpolation based on a calculation of the total variation of the 

image 

The results provided by the zoom by minimizing the total 

variation are rather satisfactory, they make a very acceptable 

visual quality, but we believe that some improvements have 

been possible in a few constraints renouncing Article 

membership w1μ it was perhaps too strong an attachment to 

the data to remove the Gibbs oscillations.  

More generally, the interest of effective methods of 

interpolation is emphasized to increase the image resolution. 

There are many applications: printing with good image 

quality, increased resolution digital image acquisition 

devices (scanner, webcam, etc.).  

Conventional techniques based on the convolution of the 

image with a single core, bilinear or bicubic interpolation 

types have obvious limitations. However, define the problem 

of increasing resolution as an ill-conditioned inverse 

problem seems very interesting. 

 

Figure 7.  Interpolation based on the convolution of the image 

E. Proposed method 

In this work, we will propose four approaches of exploitation 

of ANN to perform the zoom operations on digital images:  

 Recursive approach: using recursively an artificial 

neural network able to do the zoom of a digital image. 

 Serially approach: using a multilayer artificial neural 

network capable of generating a sequence of digital 

images representing a zooms for original image.      

 Parallel approach: Consist of instantiate a set of ANN 

share the input layer and the first hidden layer, and also 

share the learning process.    

 Hybrid approach: using the recursive approach to a 

neural network not fully connected.   

2. Methodology 

The principle of this method is to construct a neural 

network decompression, able to learn the zoom mechanism 

on digital images with the backpropagation algorithm.       

A. Recursive approach 

1) Principle of the approac  

In this approach multilayer ANN are used, with a larger 

than the input layer to output layer. The objective is to 

generate for each input block another block greater output, 

which represents a zoom for the input block. The following 

figure shows an artificial neural network characterized by the 

following structure: 

 An input layer, composed by two artificial neural 

capable of processing a digital image of a block formed 

of two pixels. 

 A hidden layer, formed by three artificial neurons.  

 An output layer, composed by four artificial neurons. 

The artificial neural network is capable of a zoom 

operation on a digital image to make the generation of the 
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output a two times greater than image or block presented to 

the input of the neural networks. We denote by the 

architecture of a neural network, the number of neurons in 

the input layer, the number of hidden layers, the number of 

artificial neurons in each hidden layer and the number of 

neurons in the output layer. 

 

Figure 8.  ANN for the recursive approach 

One can write for example (2, 3, 4) to indicate the 

architecture of an ANN characterized by an input layer of 

two artificial neural, one hidden layer with a three artificial 

neural and output layer with four artificial neural. The 

artificial neural network (2, 3, 4) capable of operation in 2X 

zoom level one pass; if we want to achieve a relatively high 

degree of zoom, then you should repeat the zoom operation 

on heavy generated block of the first propagation. For 

example, to make a 4X zoom operation level, then we must 

reiterate zooming twice:   

 

Figure 9.  Zooming with the recursive approach 

It is mainly used in this study two multilayer artificial 

neural network (2, 3, 4) and (2, 4, 16). The learning data base 

for this approach is comprised by a series of digital images 

and their zoomed versions. Zoomed versions of these images 

are constructed by MATLAB. The principle of the learning 

algorithm is highly unexpected of backpropagation, 

available for each image the zoomed version. And the image 

is subdivided into a suitable collection at the inlet of artificial 

neural network, in parallel; this operation must be repeated 

on the zoomed versions. Then calculated for each block its 

image by the artificial neural network and comparing the 

resulting output a with zooming and finally calculates the 

individual errors in each neuron block to update knowledge 

in the synapses of the artificial neural network. 

2) Learning Algorithm 

The learning algorithm of this approach is as follows:  

 Step 0: on subdivise chaque image I de la base 

d’apprentissage en blocs Ei de taille dépendante de la taille 

de la couche d’entrée du réseau de neurones artificiels.  

 Step 1: Initialize the connection weights (weights are 

taken randomly). 

 Step 2: Propagation entries entered the Ei are presented 

to the input layer: 

Xi  =  Ei                   (1) 

 The spread to the hidden layer is made using the 

following formula: 

Yi = f  Xi
7
i=1 ∗ Wji +  X0            (2) 

 Then from the hidden layer to the output layer, we adopt: 

Zk = f  Yi
3
i=1 ∗ Wkj +  Y0           (3) 

X0 And Y0 are scalar; 

f x   Is the activation function:  

f x =
1

1+e−x                 (4) 

 Step 3: Back propagation of errorat the output layer, the 

error between the desired output Sk  and Zk  output is 

calculated by:  

Ek =  Zk Zk − 1  Sk − Zk          (5) 

The error calculation is propagated on the hidden layer 

using the following formula: 

Yj =  fj 1 − Yj  Wkj
7
k=1  Ek        (6) 

 Step 4: Fixed connection weights the connection weights 

between the input layer and hidden layer is corrected by: 

DWji = n XiFj                (7) 

And 

DY0 = n Fj                 (8) 

Then, we change the connections between the input layer 

and the output layer by: 

DWkj = n YjEk              (9) 

N is a parameter to be determined empirically. 

 Step 5 loops: Loop to step 2 until a stop to define 

criterion (error threshold, the number of iterations. 

The following figure shows the graph of convergence of 

the algorithm: 

3) Zoom algorithm 

The zoom algorithm is as following 

 Step 1: subdividing the original image I into blocks Eiof 

size dependent on the size of the input layer of the neural 

network.   

 Step 2: we propagate each block Ei  in the artificial 

neural network: 
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 From the hidden layer to the input layer: 

Yi = f  Xi
7
i=1 ∗ Wji + X0         (10) 

 

Figure 10.  ANN (2 ; 3 ; 4) graph convergence 

 From the hidden layer to the output layer  

Zk = f  Yi
3
i=1 ∗ Wkj +  Y0         (11) 

 Step 3: it is the reconstitution of the zoom from the 

blocks Zi generated by the artificial neural network. 

 Step 4: while the range of zoom applied is not yet 

complete then loupe to Step 1 with the zoom as an original 

image. 

B. Approach seriated 

1) Principle of the approach  

The principle of this approach is to build a multilayer 

artificial neural network, each layer represents a zoom 

operation for the input vector, the following figure explains 

this principle; it has a multilayer artificial neural network   

(2, 3, 4, and 5... n):   

The learning algorithm on this approach is relatively 

complicated. The principle of the learning algorithm is based 

on two axes: The basis of training data and back propagation 

algorithm. We will use the artificial neural network 

architecture (2; 3; 4; 16); the first hidden layer consists of 

three artificial neural it will not be used to capture a zoom; it 

will be used just for the more flexible artificial neural 

network. The second hidden layer composed by four 

artificial neurons will be used to capture a sequence 2X zoom. 

The third hidden layer artificial neural 16 will be used to 

capture a 4X zoom order for the block input. For each block 

of training data based zoom order there are n-1 respectively 

2X, 4X. Each zoom will be used in the layer corresponding 

to the order size zoom. The following figure shows how to 

iterate Ii on a single block Bj which is present at the input 

of the artificial neural network, with Zbj 1 zoom order 2X 

and Zbj 2 zoom order 4X for the blocBj  : 

 

 

Figure 11.  ANN for approach serially 
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Figure 12.  Learning algorithm 

2) Learning algorithm  

The following chart explains the principle of the 

algorithm: 

 

Figure 13.  Principle of the algorithm 

The algorithm is as following: 

 Step0: subdividing the original image I into blocks 

Eiof size dependent on the size of the input layer of the 

neural network.  

 Step 1: Initialize the connection weights (weights are 

taken randomly). 

 Step 2: Propagation the entered Eipresented to the 

input layer:  

Xi  =  Ei                (12) 

The spread to the hidden layer is made using the following 

formula: 

Yi1 = f  Xi
7
i=1 ∗ Wji +  X0         (13) 

Then from the hidden layer to the output layer, we adopt: 

Zk1 = f  Yi1
3
i=1 ∗ Wkj +  Y0       (14) 

X0 And Y0 are scalar;  

f x   Is the activation function: 

f x =
1

1+e−x                (4) 

 Step 3: Back propagation of error at the output layer, the 

error between the desired output Sk1  and Zk1  output is 

calculated by:  

Ek1 =  Zk1 Zk1 − 1  Sk1 − Zk1     (15) 

The error calculation is propagated on the hidden layer 

using the following formula: 

Yj1 =  fj 1 − Yj1  Wkj
7
k=1  Ek1    (16) 

 Step 4: Fixed connection weights the connection weights 

between the input layer and hidden layer is corrected by: 

DWji = n XiFj1              (17) 
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And 

DY0 = n Fj1              (18) 

Then, we change the connections between the input layer 

and the output layer by: 

DWkj = n Yj1Ek1           (19) 

 Step 5: Propagation entries entered the Ei are presented 

to the input layer:  

Xi  =  Ei                (12) 

The spread to the hidden layer is made using the following 

formula: 

Yi1 = f  Xi
7
i=1 ∗ Wji +  X0       (13) 

Then from the hidden layer to the next hidden layer, we 

adopt: 

Zk1 = f  Yi1
3
i=1 ∗ Wkj +  Y0       (14) 

Then, propagation of the signal to the last hidden layer 

(output layer) by: 

         Yi2 = f  Xi
7
i=1 ∗ Wji +  X0       (20) 

Zk2 = f  Yi2
3
i=1 ∗ Wkj +  Y0       (21) 

 Step 6: Back propagation of errorat the output layer, the 

error between the desired output Sk2  and Zk2  output is 

calculated by:  

Ek2 =  Zk2 Zk2 − 1  Sk2 − Zk2      (22) 

The error calculation is propagated on the hidden layer 

using the following formula: 

Yj2 =  fj 1 − Yj2  Wkj
7
k=1  Ek2     (23) 

 Step 7: Fixed connection weights the connection weights 

between the input layer and hidden layer is corrected by: 

DWji = n XiFj2             (24) 

And 

DY0 = n Fj2              (25) 

Then, we change the connections between the input layer 

and the output layer by: 

DWkj = n Yj2Ek2             (26) 

 Step 9: Back propagation of error at the output layer, the 

error between the desired output Sk  and Zk  output is 

calculated by:  

Ek1 =  Zk1 Zk1 − 1  Sk1 − Zk1      (15) 

The error calculation is propagated on the hidden layer 

using the following formula: 

Yj1 =  fj 1 − Yj1  Wkj
7
k=1  Ek1     (16) 

 Step 10: Fixed connection weights the connection 

weights between the input layer and hidden layer is corrected 

by: 

DWji = n XiFj1              (17) 

And 

DY0 = n Fj1               (18) 

Then, we change the connections between the input layer 

and the output layer by: 

DWkj = n YjEk1             (19) 

 Step 11 loops: Loop to step 2 until a stop to define 

criterion (error threshold, the number of iterations. 

The following figure shows the graph of convergence of 

the algorithm: 

 

Figure 14.  Graph of convergence of the algorithm 

3) Zoom algorithm 

 Step 1: subdividing the original image I into blocks Eiof 

size dependent on the size of the input layer of the neural 

network.  

 Step 2: we propagate each block Ei  in the artificial 

neural network: 

 From the hidden layer to the input layer first: 

Yi = f  Xi
7
i=1 ∗ Wji +  X0          (20) 

 From the first hidden layer to cover the second layer:  

Z1 = f  Yi
3
i=1 ∗ W1j +  Y0         (21) 

 From the second hidden layer to the output layer: 

  Z2 = f  Yi
3
i=1 ∗ W2j +  Y0         (22) 

 Step 3: it is the reconstitution of the zoom from the 

blocks Zi generated by the artificial neural network in each 

hidden layer of the network. 

The following figure shows an example of a zoom of 4X 

and 16X order with an artificial neural network (2, 3, 4, 16):  

There is a loss of information due to regular saturation 

problem of neurons in the network. We can easily solve this 

problem by a simple filter or by the use of neural networks 

for restoring digital images. 
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Figure 15.  Zooming with the serial approach 

C. Parallel approach  

1) Principle of the method 

The objective of this zoom system is to construct ANN 

with a common root. This root is composed of the input layer 

and the first hidden layer. Each neural network has its own 

output layer corresponding size to order the zoom applied. 

The following figure shows two ANN (2, 3, 4) and (2, 3, 16) 

with part (2, 3) shared between them:     

 

Figure 16.  ANN for approach parallel approach 

Learning is done by backpropagation parallel gardian on 

all ANN used. The idea is to get a first input block in the first 

artificial neural network and not move to the next block to 

get the block in wholes other ANN compose the zoom 

system. 

2) Learning Algorithm  

The following diagram shows the principle of the learning 

algorithm: 

 

Figure 17.  Principle of the algorithm 

The algorithm is as follows: 

 Step0: subdividing the original image I into blocks Eiof 

size dependent on the size of the input layer of the neural 

network.  

 Step 1: Initialize the connection weights (weights are 

taken randomly). 

 Step 2: Propagation entries entered the Ei are presented 

to the input layer: 

Xi   =  Ei                 (23) 

The spread to the hidden layer is made using the following 

formula: 

Yi = f  Xi
7
i=1 ∗ Wji +  X0       (24) 

Then from the hidden layer to the output layer, we adopt: 

Zk = f  Yi
3
i=1 ∗ Wkj +  Y0       (25) 

X0 And Y0 are scalar; 

f x  is the activation function: 

f x =
1

1+e−x              (26) 

 Step 3: Back propagation of error at the output layer, the 

error between the desired output Sk  and Zk  output is 

calculated by: 

Ek =  Zk Zk − 1  Sk − Zk       (27) 

The error calculation is propagated on the hidden layer 

using the following formula: 

Yj =  fj 1 − Yj  Wkj
7
k=1  Ek      (28) 

 Step 4: Fixed connection weights the connection 

weights between the input layer and hidden layer is corrected 

by: 
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DWji = n XiFj               (29) 

And 

DY0 = n Fj                 (30) 

Then, we change the connections between the input layer 

and the output layer by: 

DWkj = n YjEk              (31) 

N is a parameter to be determined empirically. 

 Step 5 loops: Loop to step 2 until a stop to define 

criterion (error threshold, the number of iteration) 

The following figure shows the graph of convergence of 

the algorithm: 

 

Figure 18.  Graph convergence ANN (2, 3, 4, 16) 

3) Zoom algorithm 

 

Figure 19.  Zooming with a parallel approach 

In this approach, we have orders to zoom is proportional to 

the input of the artificial neural network. In other words, the 

artificial neural network to be used is selected at the time of 

definition of the order of zoom. After the recognition of the 

order of zoom can be applied immediately make a simple 

propagation in the corresponding artificial neural network in 

this order zoom. The following figure shows an example of 

using this approach: 

D. Hybrid Approach 

1) Principle of the approach 

The principle of this approach is exactly the same as the 

recursive approach. However, the difference is in the 

structure of artificial neural network used. Difference is 

reflected in the connections between neurons that are trying 

to generate some sort of normalization of the amount of 

knowledge stored in the network of artificial neuron. The 

objective of this approach is to increase the order of a digital 

image zooming, to solve the problem when trying to apply a 

zoom operation with a relatively large range of zoom, in this 

case, the image to lose much of its quality. The following 

figure shows an instance of this problem: 

 

Figure 20.  Damaged blob 

The following figure shows the architecture of artificial 

neural network used in this work, Figure also shows the 

various connections between neurons used: 

 

Figure 21.  ANN hybrid approach 
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2) Learning Algorithm  

The learning algorithm associated with this method is 

similar to the glow of the recursive method except that this 

method will disable any connections between neurons in 

different layers of the artificial neural network. The 

following figure shows the graph of convergence of the 

algorithm: 

 

Figure 22.  Graph convergence for the hybrid approach 

3) Zoom algorithm 

We did the same for the algorithm zoom than the recursive 

method; the original image is subdivided in a collection of 

blocks, and calculating for each order zoom postulated:     

 

Figure 23.  Zoom with the hybrid approach 

3. Results  

Are grouped in the following table the results for all the 

methods described previously. For each approach is the 

convergence rate mention by setting the number of iteration 

1 billion. And also mention the zoom ratio recorded for each 

approach after 1000000000 iteration of the learning 

algorithm for sequence zoom 1024X. The zoom ratio is the 

percentage of similarity between the test image and the zoom 

picture generated by the artificial neural network. It should 

be noted that a range of zoom size <1024 all four methods 

generate pleasing results in terms of zoom ratio: 

 

Figure 24.  Comparative results 

4. Conclusions 

This study clearly shows the power of using ANN in 

several ways as an efficient approach capable of zoom 

operations on digital images. The structure, the learning 

algorithm, the learning base, the rate of convergence and 

order of zoom applied are all essential factors influence the 

effectiveness of using ANN to digital images zooming. The 

hybrid approach is very fast input to other approaches in 

terms of convergence time and at achieving zooming, and the 

more it is capable of generating zooms with monk swished. 
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