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Abstract  In recent years, some intelligent techniques have been used in fuzzy time series approaches to improve the 
performance of these approaches. If intelligent techniques are utilized in fuzzification and defining fuzzy relations steps of 
fuzzy time series approaches, it makes these approaches systematic and it is not needed to make subjective decisions. Thus, 
the forecasting performance of fuzzy time series would increase. In fuzzification step, intelligent optimization techniques 
have been employed to partition universe of discourse into unequal intervals. Recently, artificial neural networks have widely 
been used in defining fuzzy relations step. When an intelligent optimization technique and a kind of artificial neural network 
are used in these two steps of a fuzzy time series, this fuzzy time series method has two optimization processes. One of them 
is an optimization process used to partition of universe of discourse. And the other one is training of artificial neural networks 
utilized to determine fuzzy relations. There are two separate objective functions in these two separate optimization processes. 
Therefore, the total error of the system is sum of errors produced by two different optimization techniques which are used to 
optimize two separate objective functions. A new hybrid high order fuzzy time series approach including only one 
optimization process is proposed in this study. In the proposed method, partition of universe of discourse and establishing 
fuzzy relations are performed at the same time by using particle swarm optimization algorithm. In order to define fuzzy 
relations, multiplicative neuron model is employed. Since the proposed approach includes only one optimization process with 
one objective function, error of the proposed approach is derived from only this optimization process. Therefore, it is 
expected that the forecasting performance of the proposed approach is high. As a result of an experimental study, it is shown 
that the proposed approach produces very accurate forecasts. 
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1. Introduction 
Conventional time series methods utilize probability 

theory to model uncertainty. Although future values are not 
known, the intervals that could include these future values 
can be predicted with a specified probability. In real world 
time series, uncertainty in future values of the series can be 
expressed by probability. In addition to this, there is an 
uncertainty in representing observation values of the time 
series. For instance, if time series consists of daily 
temperature values, using only one temperature value for 
each day causes an uncertainty. The reason is that 
temperature is continuously changing in a day. Even in a 
same day, temperature takes infinitely many values. When a 
day is represented only a temperature value, which is real, 
and this series is used to forecast, this uncertainty cannot be 
modelled and misleading results are obtained. In such cases,  
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it would be wiser to represent the observations of time 
series by linguistic values or fuzzy sets. Time series whose 
observations are represented by linguistic values or fuzzy 
sets are called fuzzy time series. To analyze such time 
series, fuzzy time series approaches are used instead of 
conventional ones. In fuzzy time series methods, a 
probabilistic approach is not used to forecast the future 
values. Instead of this, future values is tried to be forecast 
by utilizing fuzzy logic theory. 

A wide literature on fuzzy time series has been produced 
in recent years. Fuzzy time series was firstly introduced by 
Song and Chissom (1993a). Song and Chissom (1993a) is 
divided fuzzy time series into two classes that are time 
variant and time invariant. Song and Chissom (1993b) 
proposed an algorithm to analyze time invariant fuzzy time 
series. Like other fuzzy inference systems, fuzzy time series 
consists of three phases such as fuzzification, determination 
of fuzzy relations, and defuzzification. It is a well-known 
fact that all of these phases directly affect the forecasting 
performance of the method. In the literature, there are many 
studies in which there is a contribution to each of these 
phases. In the most preferred approach for fuzzification 
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phase, the universe of discourse is defined and it is 
partitioned into equal or unequal intervals by a proper 
technique. According to these intervals, fuzzy sets are 
defined by determining the membership values. Then, 
observations are mapped into these fuzzy sets by a 
predefined rule. 

Huarng (2001) examined the effect of length of interval on 
forecasting results. Huarng (2001) also suggested two 
methods which are based on average and distribution in 
order to determine the length of interval. Egrioglu et al. 
(2010, 2011) utilized single variable constrained 
optimization to determine the interval length for first and 
high order fuzzy time series models. Huarng and Yu (2006a) 
suggested using a dynamic length of interval based on a 
given proportion. In this approach, the universe of discourse 
is partitioned by changing interval lengths instead of fixed 
interval lengths. Some of the next studies have been inspired 
from the idea of using a dynamic length of interval. Yolcu  
et al. (2009) improved the approach proposed by Huarng and 
Yu (2006a) by using optimization for determining the best 
value of the proportion. Davari et al. (2009), Kuo et al. (2009; 
2010), Park et al. (2010), and Hsu et al. (2010) determined 
the dynamic lengths of interval using particle swarm 
optimization (PSO). It was observed that using PSO method 
considerably increases forecasting accuracy. Chen and 
Chung (2006) and Lee et al. (2007; 2008) utilized genetic 
algorithms in the fuzzification phase. Cheng et al. (2008) 
employed fuzzy c-means method for fuzzification. 

Another important phase that has a significant effect on 
forecasting performance is determination of fuzzy relations 
between observations. For this phase, Song and Chissom 
(1993b) proposed a method based on fuzzy logic 
relationships. They used various matrix operations to 
produce these relationships. Chen (1996) suggested a 
method based on fuzzy logic group relation tables. The 
method proposed by Chen (1996) is easier than Song and 
Chissom’s (1993b) method. In the literature, the most 
preferred way to define fuzzy relations is using fuzzy logic 
group relation tables. As an alternative to these two methods, 
Huarng and Yu (2006b) suggested using artificial neural 
networks to establish fuzzy relations. Aladag et al. (2009; 
2010) and Aladag (2012) proposed high order fuzzy time 
series forecasting approaches and employed feed forward 
neural networks to define fuzzy relations in their methods. 
Egrioglu et al. (2009a, b, c) suggested bivariate and 
multivariate models and utilized feed forward neural 
networks. Alpaslan et al. (2011; 2012) and Yolcu et al. (2013) 
proposed fuzzy time series approaches using membership 
values and exploited feed forward neural networks for 
determination of fuzzy relations. 

In the literature, fuzzification and determination of fuzzy 
relations phases have been considered as two separated 
process. In recent years, intelligent optimization techniques, 
which does not require subjective decisions, have been used 
for the both phases. For these two phases, using two different 
optimization methods produces two different errors. If one 
optimization method can be used instead of two ones, it is 

expected that total error can be decreased. This is the 
motivation of this study so we suggest a novel hybrid fuzzy 
time series forecasting approach which produces better 
forecast by decreasing the total error. In the proposed 
approach, the both fuzzification and determination of fuzzy 
relations phases are performed in same optimization process 
is proposed. In the proposed method, end points of intervals 
used in fuzzification phase and weights of multiplicative 
neuron model are determined in same optimization process. 
And, PSO algorithm is utilized in this process. To evaluate 
the performance of the proposed hybrid method, it was 
applied to real time series and obtained results are compared 
to those obtained from other fuzzy time series methods 
available in the literature. It was observed that the proposed 
approach has high performance accuracy. 

The rest of the paper is structured as follows. Basic 
definitions of fuzzy time series are given in the succeeding 
section. PSO method and multiplicative neuron model are 
summarized in Section 3 and 4, respectively. Section 5 
introduces the hybrid fuzzy time series approach proposed in 
this study. The results obtained from the implementation of 
the proposed method are presented in Section 6. Finally, the 
last section provides brief discussion and concludes the 
paper. 

2. Fuzzy Time Series 
The fuzzy time series was firstly introduced in Song and 

Chissom (1993a). The fuzzy time series, time variant and 
time invariant fuzzy time series definitions are given below 
Song and Chissom (1993a). 

Definition 1 Let Y(t) (t=…, 0, 1, 2, …), a subset of real 
numbers, be the universe of discourse on which fuzzy sets fj(t) 
are defined. If F(t) is a collection of f1(t), f2(t), … then F(t) is 
called a fuzzy time series defined on Y(t). 

Definition 2 Suppose F(t) is caused by F(t – 1) only, i.e., 
F(t – 1) → F(t). Then this relation can be expressed as F(t) = 
F(t – 1) ° R(t, t – 1) where R(t, t – 1) is the fuzzy relationship 
between F(t – 1) and F(t), and F(t) = F(t – 1) ° R(t, t – 1) is 
called the first order model of F(t). " ° " represents max-min 
composition of fuzzy sets. 

Definition 3 Suppose R(t, t – 1) is a first order model of 
F(t). If for any t, R(t, t – 1) is independent of t, i.e., for any t, 
R(t, t – 1) = R(t – 1, t – 2), then F(t) is called a time invariant 
fuzzy time series otherwise it is called a time variant fuzzy 
time series. 

Song and Chissom (1993b) firstly introduced an algorithm 
based on the first order model for forecasting time invariant 
F(t). In Song and Chissom (1993b) the fuzzy relationship 
matrix R(t, t – 1) = R is obtained by many matrix operations. 
The fuzzy forecasts are obtained based on max-min 
composition as below: 

F(t) = F(t – 1) ° R                (1) 
The dimension of R matrix is dependent number of fuzzy 

sets which are partition number of universe and discourse. If 
we want using more fuzzy sets, we need different matrix 
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operations for obtain R matrix.  
Definition 4 Let F(t) be a time invariant fuzzy time series. 

If F(t) is caused by F(t – 2), F(t – 1), … , and F(t – n) then 
this fuzzy logical relationship is represented by 

F(t – n), … , F(t – 2), F(t – 1) → F(t)          (2) 
and it is called the nth order fuzzy time series forecasting 
model. 

3. Particle Swarm Optimization (PSO) 
Particle swarm optimization, which is a population based 

heuristic algorithm, was firstly proposed by Kennedy and 
Eberhart (1995). Distinguishing feature of this heuristic 
algorithm is that it simultaneously examines different points 
in different regions of the solution space to find the global 
optimum solution. Local optimum traps can be avoided 
because of this feature. 

In the literature, it was shown that using some time 
varying parameters can increase the convergence speed of 
the algorithm. Ma et al. (2006) employed time varying 
acceleration coefficient in standard particle swarm 
optimization method. In another study, Shi and Eberhart 
(1999) used time varying inertia weight. In the modified 
particle swarm optimization, this time varying constituents 
are used together. This is the only difference between 
standard and modified particle swarm optimization methods. 

Algorithm 1: The modified particle swarm optimization 
Step 1 Positions of each kth (k = 1, 2, …, pn) particles’ 

positions are randomly determined and kept in a vector Xk 
given as follows: 

{ }1 2, , , , 1, 2, ,k k k
k dX x x x k pn= =         (3) 

where 1
kx  (i=1,2,…,d) represents ith position of kth particle. 

pn and d  represents the number of particles in a swarm and 
positions, respectively. 

Step 2 Velocities are randomly determined and stored in a 
vector Vk given below. 

{ }1 2, , , , 1, 2, ,k k k
k dV v v v k pn= =          (4) 

Step 3 According to the evaluation function, pbest and 
gbest particles given in (5) and (6), respectively, are 
determined. 

( ), , , ,1 2 1, 2, ,i i idipbest p p p i d= =          (5) 

( ), , ,1 2g g gdipbest gbest p p p= =            (6) 

where pbest is a vector stores the positions corresponding to 
the kth particle’s best individual performance, and gbest 
represents the best particle, which has the best evaluation 
function value, found so far. 

Step 4 Let c1 and c2 represents cognitive and social 
coefficients, respectively, and w is the inertia parameter. Let 
(c1i, c1f), (c2i, c2f), and (w1, w2) be the intervals which includes 

possible values for c1, c2 and w, respectively. At each 
iteration, these parameters are calculated by using the 
formulas given in (7), (8) and (9). 

( )( )1 1 1 1maxf i ic c c t t c= − +            (7) 

( )( )2 2 2 2maxf i ic c c t t c= − +           (8) 

( ) ( )( )1 2 1 1max maxw w w t t t w= − − +      (9) 

where maxt and t represent maximum iteration number and 
current iteration number, respectively. 

Step5 Values of velocities and positions are updated by 
using the formulas given in (10) and (11), respectively. 

( )1
1 1

k k
ij ij ij ijv w v c rand pbest x+ = × + × × − +     

( )2 2 j ijc rand gbest x + × × −              (10) 

1 1k k
ij ij ijx x v+ += +                 (11) 

where rand1 and rand2 are random values from the interval 
[0, 1]. 

Step 6 Steps 3 to 5 are repeated until a predetermined 
maximum iteration number (maxt) is reached. 

4. Multiplicative Neuron Model 
Input signal for a neuron of a general feed forward neural 

network model is calculated by using an additive aggregation 
function. On the other hand, input signal of a multiplicative 
neuron model is multiplicatively computed by using a 
multiplicative aggregation function. Yadav et al. (2007) 
firstly proposed single multiplicative neuron model. Also, he 
showed that using a single multiplicative neuron model to 
forecast time series produces satisfactory forecasting results. 
Zhao and Yang (2009) proposed to use cooperative particle 
swarm optimization instead of back propagation algorithm 
that was modified for multiplicative neuron model in Yadav 
et al. (2007). The structure of a single multiplicative neuron 
model with five inputs is depicted in Figure 1. 

 

Figure 1.  A single multiplicative neuron model 

As seen in the figure above, this model includes only one 
neuron and differently from feed forward neural networks, 
instead of using an additive aggregation function, a 
multiplicative aggregation function is utilized to calculate 
input signal of the neuron. ( ),x θΩ  function is a 
multiplicative form of weighted inputs. The model with five 
inputs 1,2,3,4,5( , )iix =  given in Figure 1 includes ten 
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weights. Five of them 1,2,3,4,5( , )iiw =  correspond to five 

inputs and the others 1,2,3,4,5( , )iib =  correspond to bias 
of these five inputs. Activation function can be in a logistic 
form and let a function given below is used as the activation 
function. 

( ) 1 (1 )xf x e−= +                 (12) 

Thus, activation value (net) can be computed as follows: 

( ) ( )5
1, i i iinet x w x bθ = += Ω = Π           (13) 

Then, the output of the model is y=f(net). While the 
multiplicative neuron model is trained by particle swarm 
optimization, sum of square errors (SSE) is used as the 
fitness function. SSE value is computed as follow: 

( )2
1

n
i i iSSE d y== Σ −                 (14) 

where di and yi are ith target value and ith output of the model, 
respectively. 

5. The Proposed Hybrid Approach 
In existing fuzzy time approaches, fuzzification and 

defining fuzzy relations phases are performed separately. For 
these phases, two separate optimization processes are 
performed. This cause two errors from two optimization 
processes. In the proposed hybrid fuzzy time series approach, 
both the optimal intervals used in the partition of universe of 
discourse and the optimal weight values of artificial neural 
network model used to define fuzzy relations are determined 
using the same particle swarm optimization algorithm. In the 
proposed approach, positions of a particle in the particle 
swarm optimization algorithm are composed of beginning 
and ending points of intervals used in the partition of 
universe of discourse and weights of the multiplicative 
neuron model. The proposed hybrid forecasting approach 
has important advantages. These are as follows: 

●  The length of interval is not arbitrarily determined in 
the proposed hybrid method. Instead of this, interval 
length is systematically determined by using PSO 
method. 

●  It is very hard to use fuzzy logic group relationship 
tables for high order fuzzy time series model. It is easy 
to utilize the proposed approach since it is not 
necessary to use fuzzy logic group relationship tables. 

●  In the proposed hybrid approach, multiplicative 
neuron model is used to establish fuzzy relations so the 
proposed method has flexible modeling ability of 
artificial neural networks. 

●  The determination of the number of neurons in hidden 
layer is an important issue in artificial neural networks. 
However, the proposed hybrid method does not have 
this problem since multiplicative neuron model is 
used. 

●  The proposed hybrid approach is the first method in 

the literature that performs partition of universe of 
discourse and defines fuzzy relations in same 
optimization process. 

The algorithm of the proposed hybrid approach is 
presented as follows: 

Step 1 Lower and upper bounds (min and max) for 
universe of discourse (U), the order of fuzzy time series 
forecasting model, the parameters (w1, w2, c1i, c2i,  c1f, c2f) of 
particle swarm optimization method (Aladag et al., 2012), 
the number of particles (pn) and the number of iterations 
(tmax) are determined. 

Step 2 For variables which will be optimized based on the 
particle swarm optimization, initial positions and speeds are 
determined. 

The universe of discourse and the partition of it according 
to variables which will be optimized can be given as follows: 

[ ] [ ] [ ]1 1 2 1 2min,max , min, , , ,U u x u x x= = =  
[ ] [ ]3 2 3 1, , , ,maxN Nu x x u x −= =  

where max and min are maximum and minimum values of 
time series respectively, 1 2 1, , , Nx x x −  represent 
particles positions in PSO, and N represents the number of 
intervals. For example, if N=4 and pn=4, three variables 

1 2 3( , , )x x x  which are bound values of intervals like given 
above, will be optimized by PSO algorithm. These variables’ 
values are needed for fuzzification phase. Also, the weights 
of the single multiplicative neuron model constructed based 
on the model order used in determination of fuzzy relations 
will be optimized by PSO method. If a second order fuzzy 
time series forecasting model is employed, four weights 

1 2 1 2( , , , )w w b b  will be optimized. In this case, positions 
and velocities are presented in Table 1. In this table, first 
three positions of a particle represent boundaries of intervals 
that will be used in the fuzzification phase. The last four 
positions represent the weights of the single multiplicative 
neuron model. In other words, it can be given as follows: 

11 1 21 2 31 3, ,x x x x x x= = =  for first three positions, 

41 1 51 2 61 3 71 2, , ,x w x w x b x b= = = =  for the last four 
positions. 

Step 3 Fitness values for all particles are calculated. When 
fitness values are computed, steps 3.1 to 3.4 are followed. 

Step 3.1 Time series is fuzzified based on the subintervals 
obtained from the particle. 

For instance, according to the first particle shown in Table 
1, partition of universe of discourse is obtained as follows. 

[ ] [ ]
[ ] [ ]

1 1 2 1 2

3 2 3 4 3

min, , , ,

, , , ,max

u x u x x

u x x u x

= =

= =

 

Thus, fuzzy sets can be obtained in the following ways: 

1 1 2 3 41 0.5 0 0A u u u u= + + +  

2 1 2 3 40.5 1 0.5 0A u u u u= + + +  
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3 1 2 3 40 0.5 1 0.5A u u u u= + + +  

4 1 2 3 40 0 0.5 1A u u u u= + + +  

Fuzzy time series is generated by mapping each 
observation into a fuzzy set which has the maximum 
membership value in the interval including this observation. 

Step 3.2 Fuzzy relations between observations are 
determined based on a single multiplicative neuron model. 
The weights of the single multiplicative neuron model are 
obtained from positions of the particle. For example, the 
weights of the single multiplicative neuron model are 
obtained from the last four positions of Particle 1 given in 
Table 1 41 1 51 2 61 3 71 2( , , , )x w x w x b x b= = = = . The 
inputs of the single multiplicative neuron model are index 
number of fuzzy sets compose of lagged fuzzy time series. 
As mentioned before, these lagged series are obtained based 
on the model order. The output of the model is index number 
of fuzzy set for time t which is an observations of fuzzy time 
series. Input value is rounded to the nearest integer since 
input is an index value. Thus, fuzzy forecasts are obtained. 

Table 1.  Particles in PSO Algorithm 

Positions 

Particle 

1 11x  21x  31x  41x  51x  61x  71x  

Particle 

2 12x  22x  32x  42x  52x  62x  72x  

Particle 

3 13x  23x  33x  43x  53x  63x  73x  

Particle 

4 14x  24x  34x  44x  54x  64x  74x  

Velocities 

Particle 

1 11v  21v  31v  41v  51v  61v  71v  

Particle 

2 12v  22v  32v  42x  52v  62v  72v  

Particle 

3 13v  23v  33v  43v  53v  63v  73v  

Particle 

4 14v  24v  34v  44v  54v  64v  74v  

 
Step 3.3 The fuzzy forecasts are defuzzified. For each 

fuzzy forecast, middle point of the corresponding interval 
which has the maximum membership value is the defuzzified 
forecast. 

Step 3.4 Fitness value, which is mean square error (MSE) 
value, is calculated by using the formula given below. 

( )21
1

n
t tn tMSE Actual Forecast== −∑     (15) 

Step 4 Let Pbestk is a vector stores the positions 
corresponding to the kth particle's best individual 
performance, and Gbest represents the best particle, which 
has the best evaluation function value, found so far. Pbest 
and Gbest are calculated based on MSE values obtained in 
the previous step. New positions and speeds of particles are 
calculated by using the formulas given in (11) and (10), 
respectively. 

Step 5 If maximum iteration number is reached, Step 3 is 
repeated. Otherwise, the algorithm is continued from Step 6. 

Step 6 gbest is taken as the optimal solution. gbest was 
explained in Section 3. 

6. Application 
The proposed hybrid approach is applied to four different 

data sets. These are Data Set l, Data Set 2, Data Set 3 
obtained from index 100 for the stocks and bonds exchange 
market of Istanbul (IMKB). Observations of Data Set 1, 2, 
and 3 were recorded in October 3, 2008 - December 31, 2008, 
October 1, 2009 - December 23, 2009, and October 1, 2010 - 
December 23, 2010, respectively. When IMKB is analyzed, 
the best cases of all methods are tried to be determined. For 
doing this, interval lengths are changed between 200 and 
1000 with increment 100, and number of fuzzy sets are 
changed between 5 and 15. Then, among for all possible 
cases, the best cases for methods are determined. The fourth 
time series Data Set 4 is Taiwan Futures Exchange-TAIFEX 
data. Different test sets were used in the analysis. The 
proposed method was applied to all data sets. And, obtained 
results are compared to those produced by other alternative 
methods available in the literature. Evaluation of all methods 
are performed by utilizing root mean square error (RMSE) 
and mean absolute percentage error (MAPE). The related 
formulas of these performance measures are given below. In 
the formulas, Actualt and Forecastt represent observation 
value and corresponding forecast value for time t, 
respectively. 

( )2
1

1 n
t ttRMSE Actual Forecast

n == −∑      (16) 

1
1 n t t

t
t

Actual ForecastMAPE
n Actual=

−
= ∑        (17) 

6.1. Data Set 1 

The graph of Data Set 1 is depicted in Figure 2. Two 
lengths for the test set are used. These lengths of the test set 
are 7 and 15. For the test set including the last seven 
observations of Data Set 1, the obtained results are presented 
in Table 2. 

After practicing, the forecasts obtained from the case 
where the best result was obtained for the test data and the 
error criteria related to those forecasts are presented in Table 
2. The best results given in Table 2 are obtained when 
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●  The method proposed by Song and Chissom (1993b) is 
applied with 12 fuzzy sets; 

●  The interval length is 1200 for the method of Chen 
(1996); 

●  The interval length is 800 for the distribution based 
method (Huarng, 2001); 

●  The interval length is 200 for the average based 
method (Huarng, 2001); 

●  The ratio sample percentile is 0.5 for the ratio based 
method (Huarng and Yu, 2006); 

●  The number of fuzzy sets is 5 for the method of Cheng 
et al. (2008); 

●  The number of fuzzy sets is 11 and the number of the 
neurons in the hidden layer is 5 for the method of 
Yolcu et al. (2013); 

●  The proposed hybrid approach produced the best 
results when third order model is used and the number 
of intervals is 10. 

 

Figure 2.  Graph of Data Set 1 

When Table 2 is examined, it is seen that the proposed 
hybrid method is superior to the other methods in terms of 
RMSE criterion. In terms of MAPE measure, its 
performance is also very good. 

In a similar way, all obtained results for 15 length of the 
test set are summarized in Table 3. 

●  The method proposed by Song and Chissom (1993b) is 
applied with 15 fuzzy sets; 

●  The interval length is 1200 for the method of Chen 
(1996); 

●  The interval length is 800 for the distribution based 
method (Huarng, 2001); 

●  The interval length is 200 for the average based 
method (Huarng, 2001); 

●  The ratio sample percentile is 0.5 for the ratio based 
method (Huarng and Yu, 2006); 

●  The number of fuzzy sets is 15 for the method of 
Cheng et al. (2008); 

●  The number of fuzzy sets is 12 and the number of the 
neurons in the hidden layer is 2 for the method of 
Yolcu et al. (2013); 

●  The proposed hybrid approach produced the best 
results when 5th order model is used and the number of 
intervals is 6. 

According to Table 3, the proposed hybrid method is 
superior to the other methods in terms of the both 
performance measures RMSE and MAPE. 

6.2. Data Set 2 

Secondly, Data Set 2 whose graph is given in Figure 3 is 
analyzed. Two lengths for the test set are used. These lengths 
of the test set are 7 and 15. After practicing, the forecasts 
obtained from the case where the best result was obtained for 
the test data and the error criteria related to those forecasts 
are presented in Table 4 and 5. 

 

Figure 3.  Graph of Data Set 2 

The best results given in Table 4 are obtained when 
●  The method proposed by Song and Chissom (1993b) is 

applied with 9 fuzzy sets; 
●  The interval length is 1300 for the method of Chen 

(1996); 
●  The interval length is 800 for the distribution based 

method (Huarng, 2001); 
●  The interval length is 200 for the average based 

method (Huarng, 2001); 
●  The ratio sample percentile is 0.5 for the ratio based 

method (Huarng and Yu, 2006); 
●  The number of fuzzy sets is 15 for the method of 

Cheng et al. (2008); 
●  The number of fuzzy sets is 13 and the number of the 

neurons in the hidden layer is 7 for the method of 
Yolcu et al. (2013);  

●  The proposed hybrid approach produced the best 
results when 5th order model is used and the number of 
intervals is 11. 

According to Table 4, the proposed method produces the 
most accurate forecasts in terms of the both performance 
measures RMSE and MAPE. 

The best results given in Table 5 are obtained when 
●  The method proposed by Song and Chissom (1993b) is 

applied with 9 fuzzy sets; 
●  The interval length is 1500 for the method of Chen 

(1996); 
●  The interval length is 800 for the distribution based 

method (Huarng, 2001); 
●  The interval length is 200 for the average based 
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method (Huarng, 2001); 
●  The ratio sample percentile is 0.5 for the ratio based 

method (Huarng and Yu, 2006); 
●  The number of fuzzy sets is 6 for the method of Cheng 

et al. (2008); 
●  The number of fuzzy sets is 7 and the number of the 

neurons in the hidden layer is 3 for the method of 
Yolcu et al. (2013); 

●  The proposed hybrid approach produced the best 
results when 5th order model is used and the number of 
intervals is 11. 

When Table 5 is examined, it is seen that the proposed 
hybrid method is superior to the other methods in terms of 
the both performance measures. 

6.3. Data Set 3 

Thirdly, Data Set 3 whose graph is given in Figure 4 is 
analyzed. Two lengths for the test set are used. These lengths 

of the test set are 7 and 15. After practicing, the forecasts 
obtained from the case where the best result was obtained for 
the test data and the error criteria related to those forecasts 
are presented in Table 6 and 7. 

 

Figure 4.  Graph of Data Set 3 

Table 2.  The Obtained Results When Length of the Test Set is 7 

Date Test  
Set 

Song-Chissom 
(1993b) 

Chen 
(1996) 

Huarng 
(2001)1 

Huarng 
(2001)2 

Huarng and 
Yu (2006a) 

Cheng et al. 
(2008) 

Yolcu et 
al. (2013) 

The Proposed 
Method 

23.12.2008 26294 26410 26400 26200 26100 26091 26390 26274 26103 

24.12.2008 26055 26410 26400 26200 26367 26091 26390 26273 26103 
25.12.2008 26059 26410 26400 26200 26100 26091 26390 26339 26103 
26.12.2008 26499 26410 26400 26200 26100 26091 26390 26337 26103 

29.12.2008 26424 26410 26400 26200 26500 26608 26390 26565 26582 
30.12.2008 26411 26410 26400 26200 26500 26608 26390 26429 26582 
31.12.2008 26864 26410 26400 26200 26500 26091 26390 26460 26582 

 
RMSE 261.01 259.76 310.47 251.24 354.72 258.87 219.27 217.54 

 
MAPE 0.75% 0.75% 0.96% 0.80% 0.98% 0.76% 0.67% 0.70% 

1Distribution Based Method, 2Average Based Method 

Table 3.  The Obtained Results When Length of the Test Set is 15 

Date Test  
Set 

Song-Chissom 
(1993b) 

Chen 
(1996) 

Huarng 
(2001)1 

Huarng 
(2001)2 

Huarng and 
Yu (2006a) 

Cheng et al. 
(2008) 

Yolcu et 
al. (2013) 

The Proposed 
Method 

05.12.2008 24035 24337 24750 25200 24700 25598 25541 24355 24232 

12.12.2008 24937 24337 24750 23533 24100 24597 25406 24279 24232 
15.12.2008 25598 25670 24750 25200 26700 25598 25406 25371 25097 
16.12.2008 26396 25670 26250 24600 24100 25426 25406 25704 26460 

17.12.2008 26765 26319 26250 26200 26300 26255 25406 26348 26460 
18.12.2008 26396 26558 26250 26600 26550 26733 25406 26344 26460 
19.12.2008 26205 26319 26250 26200 26300 26255 25406 26348 26460 

22.12.2008 26199 26319 26250 26200 26300 26255 25406 26315 26460 
23.12.2008 26294 26319 26250 26200 26100 26255 25406 26316 26460 
24.12.2008 26055 26319 26250 26200 26300 26255 25406 26313 26460 

25.12.2008 26059 26319 26250 26200 26100 26255 25406 26330 26460 
26.12.2008 26499 26319 26250 26200 26100 26255 25406 26330 26460 
29.12.2008 26424 26319 26250 26200 26500 26255 25406 26419 26460 

30.12.2008 26411 26319 26250 26200 26500 26255 25406 26365 26460 
31.12.2008 26864 26319 26250 26200 26500 26255 25406 26357 26460 

 
RMSE 338.91 378.54 718.71 743.54 544.18 986.65 337.07 320.63 

 
MAPE 1.03% 1.11% 1.90% 1.83% 1.41% 3.54% 1.00% 0.99% 

1Distribution Based Method, 2Average Based Method 
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Table 4.  The Obtained Results When Length of the Test Set Is 7 

Date Test  
Set 

Song-Chissom 
(1993b) 

Chen 
(1996) 

Huarng 
(2001)1 

Huarng 
(2001)2 

Huarng and 
Yu (2006a) 

Cheng et al. 
(2008) 

Yolcu et 
al. (2013) 

The Proposed 
Method 

23.12.2009 51162 51137 52150 51900 51573 51033 50872 51317 51606 

24.12.2009 51461 51137 50850 50700 50373 51033 50763 51317 50645 

25.12.2009 51661 51137 50850 50700 51240 51033 50763 51317 51606 

28.12.2009 51619 51137 52150 51900 51573 51033 50763 51317 51606 

29.12.2009 51786 51137 52150 51900 51573 51033 50763 51317 51606 

30.12.2009 51668 51137 52150 51900 51773 52004 50763 51317 51606 

31.12.2009 52825 51137 52150 51900 51573 51033 50763 51317 51606 

 
RMSE 771.02 666.50 659.95 671.48 830.44 1084.21 640.41 584.12 

 
MAPE 1.16% 1.23% 1.11% 0.97% 1.28% 1.85% 0.90% 0.77% 

1 Distribution Based Method, 2Average Based Method 

Table 5.  The Obtained Results When Length of the Test Set is 15 

Date Test  
Set 

Song-Chissom 
(1993b) 

Chen 
(1996) 

Huarng 
(2001)1 

Huarng 
(2001)2 

Huarng and 
Yu (2006a) 

Cheng et al. 
(2008) 

Yolcu et 
al. (2013) 

The Proposed 
Method 

11.12.2009 49386 49872 50250 49500 49100 49748 49984 49516 49562 

14.12.2009 50198 48606 48750 49500 49300 49316 49984 50064 49562 

15.12.2009 50450 49872 50250 49900 50500 50405 49984 50942 50515 

16.12.2009 50817 50294 50250 49900 48900 48886 49984 50217 50515 

17.12.2009 49963 50294 50250 50300 50900 48886 49984 49641 50515 

18.12.2009 50138 49872 50250 49900 49900 49748 49984 49619 50515 

21.12.2009 51281 49872 50250 49900 50500 50405 49984 50932 50515 

22.12.2009 51533 51137 51000 50300 50967 50625 49984 50817 50515 

23.12.2009 51162 51137 51000 51900 51500 51065 49984 51100 51369 

24.12.2009 51461 51137 51000 50300 50550 50625 49984 50646 50515 

25.12.2009 51661 51137 51000 50300 51500 51065 49984 51073 51369 

28.12.2009 51619 51137 51000 51900 51700 51065 49984 51117 51369 

29.12.2009 51786 51137 51000 51900 51700 51065 49984 51114 51369 

30.12.2009 51668 51137 51000 51900 51700 51963 49984 51119 51369 

31.12.2009 52825 51137 51000 51900 51700 51065 49984 51117 51369 

 
RMSE 810.99 820.58 815.99 760.76 917.19 1381.53 662.35 636.11 

 
MAPE 1.28% 1.33% 1.34% 1.10% 1.47% 2.25% 1.06% 1.01% 

1Distribution Based Method, 2Average Based Method 

Table 6.  The Obtained Results When Length of the Test Set is 7 

Date Test  
Set 

Song-Chissom 
(1993b) 

Chen 
(1996) 

Huarng 
(2001)1 

Huarng 
(2001)2 

Huarng and 
Yu (2006a) 

Cheng et al. 
(2008) 

Yolcu et al. 
(2013) 

The Proposed 
Method 

15.12.2010 65499 65355 65500 66167 66500 67254 65992 65999 66737 

16.12.2010 64429 65355 65500 65500 66300 66035 65992 64813 65465 

17.12.2010 63524 65974 65500 66000 64500 65435 65992 64864 64320 

20.12.2010 63502 64736 64950 63500 63500 63668 65992 64871 64320 

21.12.2010 64820 64736 64950 63500 63500 63668 65992 64858 65465 

22.12.2010 65440 65974 65500 66000 65500 66038 65992 65522 65465 

23.12.2010 66219 65355 65500 65500 66300 66035 65992 64813 65465 

 
RMSE 1161.41 1047.84 1212.84 1014.73 1256.83 1544.90 929.82 836.14 

 
MAPE 1.39% 1.20% 1.51% 1.17% 1.63% 2.00% 1.13% 1.17% 

1Distribution Based Method, 2Average Based Method 
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Table 7.  The Obtained Results When Length of the Test Set is 15 

Date Test  
Set 

Song-Chissom 
(1993b) 

Chen 
(1996) 

Huarng 
(2001)1 

Huarng 
(2001)2 

Huarng and 
Yu (2006a) 

Cheng et al. 
(2008) 

Yolcu et 
al. (2013) 

The Proposed 
Method 

01.12.2010 66156 65974 65500 66500 65300 66035 65776 66421 65299 

02.12.2010 66939 66163 65500 66167 64100 66048 65600 65817 67000 

03.12.2010 66860 66163 67517 66167 66700 66946 65776 66776 67000 

08.12.2010 67705 66163 67517 66167 66700 66946 65600 66752 67000 

09.12.2010 65914 66206 66325 67833 67700 66035 65776 66783 67000 

10.12.2010 64759 65974 65500 66500 65900 66048 65600 65023 65299 

13.12.2010 66380 65974 65500 65500 64700 65435 65776 66005 65299 

14.12.2010 66510 66163 65500 66167 67100 66946 65600 66774 67000 

15.12.2010 65499 66163 65500 66167 66500 66946 65776 66775 67000 

16.12.2010 64429 65974 65500 66500 66300 66035 65600 65064 65299 

17.12.2010 63524 65277 65500 65500 64500 65435 65776 65019 63965 

20.12.2010 63502 65277 64950 63500 63500 63668 65600 65037 63965 

21.12.2010 64820 65277 64950 63500 63500 63668 65776 65035 63965 

22.12.2010 65440 65974 65500 65500 65500 65435 65600 65599 65299 

23.12.2010 66219 65974 65500 66500 66300 66035 65776 66416 65299 

 
RMSE 998.37 936.89 1200.85 1283.18 961.42 1197.76 816.92 781.05 

 
MAPE 1.27% 1.16% 1.49% 1.56% 1.14% 1.50% 0.99% 1.03% 

1Distribution Based Method, 2Average Based Method 

Table 8.  The Obtained Results When Length of the Test Set is 7 

Date Test  Set Lee et al. 
(2007) 

Lee et al.  
(2008) 

Aladag et al. 
(2009) 

Hsu et al. 
(2010) 

Aladag 
(2012) 

The Proposed 
Method 

10.09.1998 6709.75 6621.43 6917.40 6850.00 6745.45 6750 6705.17 

11.09.1998 6726.50 6677.48 6852.23 6850.00 6757.89 6750 6705.17 

14.09.1998 6774.55 6709.63 6805.71 6850.00 6731.76 6850 6705.17 

15.09.1998 6762.00 6732.02 6762.37 6850.00 6722.54 6850 6705.17 

16.09.1998 6952.75 6753.38 6793.06 6850.00 6753.72 6850 6901.74 

17.09.1998 6906.00 6756.02 6784.40 6850.00 6761.54 6850 6901.74 

18.09.1998 6842.00 6804.26 6970.74 6850.00 6857.27 6850 6901.74 

19.09.1998 7039.00 6842.04 6977.22 6850.00 6898.97 6850 6901.74 

21.09.1998 6861.00 6839.01 6874.46 6850.00 6853.07 6950 6901.74 

22.09.1998 6926.00 6897.33 7126.05 6850.00 6951.95 6850 6901.74 

23.09.1998 6852.00 6896.83 6862.49 6850.00 6896.84 6850 6901.74 

24.09.1998 6890.00 6919.27 6944.36 6850.00 6919.94 6850 6901.74 

25.09.1998 6871.00 6903.36 6831.88 6850.00 6884.99 6850 6901.74 

28.09.1998 6840.00 6895.95 6843.24 6850.00 6894.10 6850 6901.74 

29.09.1998 6806.00 6879.31 6858.45 6850.00 6866.17 6850 6901.74 

30.09.1998 6787.00 6878.34 6825.64 6850.00 6865.06 6750 6901.74 

 
RMSE 93.50 102.96 83.58 80.02 72.55 63.98 

 
MAPE 1.09% 1.14% 0.96% 0.87% 0.82% 0.76% 

1Distribution Based Method, 2 Average Based Method 

The best results given in Table 6 are obtained when 
●  The method proposed by Song and Chissom (1993b) is 

applied with 9 fuzzy sets; 
●  The interval length is 1100 for the method of Chen 

(1996); 

●  The interval length is 1000 for the distribution based 
method (Huarng, 2001); 

●  The interval length is 200 for the average based 
method (Huarng, 2001); 

●  The ratio sample percentile is 0.5 for the ratio based 
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method (Huarng and Yu, 2006); 
●  The number of fuzzy sets is 9 for the method of Cheng 

et al. (2008); 
●  The number of fuzzy sets is 7 and the number of the 

neurons in the hidden layer is 6 for the method of 
Yolcu et al. (2013);  

●  The proposed approach produced the best results when 
5th order model is used and the number of intervals is 
14. 

According to Table 6, the proposed hybrid approach is 
superior to the other methods in terms of the both 
performance measures RMSE and MAPE. 

The best results given in Table 7 are obtained when 
●  The method proposed by Song and Chissom (1993b) is 

applied with 8 fuzzy sets; 
●  The interval length is 1100 for the method of Chen 

(1996); 
●  The interval length is 1000 for the distribution based 

method (Huarng, 2001); 
●  The interval length is 200 for the average based 

method (Huarng, 2001); 
●  The ratio sample percentile is 0.5 for the ratio based 

method (Huarng and Yu, 2006); 
●  The number of fuzzy sets is 10 for the method of 

Cheng et al. (2008); 
●  The number of fuzzy sets is 7 and the number of the 

neurons in the hidden layer is 7 for the method of 
Yolcu et al. (2013);  

The proposed approach produced the best results when 
second order model is used and the number of intervals is 12. 

According to Table 7, it is clearly seen that the proposed 
method gives the most accurate forecasts in terms of both 
performance measures RMSE and MAPE. 

6.4. Data Set 4 (TAIFEX) 

Finally, Data Set 4 whose graph is given in Figure 5 is 
analyzed. When this time series is analyzed, the last 16 
observations are employed for the test set. The proposed 
hybrid method and some other methods are applied to Data 
Set 4. All obtained forecasting results are summarized in 
Table 8. 

 

Figure 5.  Graph of Data Set 4 

The best case for the proposed hybrid approach was 
obtained when 5th order model is used and the number of 
intervals is 7. When Table 8 is examined, it is obvious that 
the proposed fuzzy time series forecasting method is superior 
to the other methods in terms of the both performance 
measures RMSE and MAPE. 

7. Conclusions and Discussion 
There have been many studies about fuzzy time series in 

recent years. Fuzzy time series consists of three main phases 
such as fuzzification, determination of' fuzzy relation, and 
defuzzification. Especially, fuzzification and determination 
of fuzzy relation stages have an important effect on 
forecasting accuracy. Therefore, there have been many 
studies in which various methods including intelligent 
optimization techniques are employed for these two phases. 
Fuzzification and determination of fuzzy relation have been 
performed in separate optimization processes so two errors 
produced by these two processes arise. It is expected that this 
causes increase in total error of the system. In this study, to 
reach high forecasting accuracy, we propose a novel hybrid 
fuzzy time series forecasting method in which the both 
fuzzification and determination of fuzzy relations are 
performed in same optimization process. In the literature, the 
proposed approach is the first one includes only one 
optimization process for the both fuzzification and 
determination of fuzzy relations. Multiplicative neuron 
model is utilized to establish fuzzy relations in the proposed 
method. In the optimization process, end points of intervals 
used in fuzzification phase and weights of multiplicative 
neuron model are determined by using PSO algorithm. In 
other words, the both phase fuzzification and determination 
of fuzzy relations are performed in same optimization 
process. And, PSO algorithm is utilized in this optimization 
process. 

In order to evaluate the performance of the proposed fuzzy 
time series forecasting approach, an experimental study is 
performed by using 4 real world time series. The proposed 
approach is applied to these series. These series are also 
forecasted by some other approaches available in the 
literature and obtained forecasting results are compared. As a 
result of the comparison, it is clearly observed that the 
proposed fuzzy time series approach produces very accurate 
forecasting results for real world time series. In addition to 
high forecasting performance, the proposed method provides 
important advantages. In the fuzzification phase, the length 
of interval is systematically determined by using PSO 
algorithm. It is easy to use the proposed method since it is not 
necessary to use fuzzy logic group relationship tables. The 
proposed method has flexible modeling ability of artificial 
neural networks since multiplicative neuron model is 
employed for defining fuzzy relations between observations. 
Besides, the proposed method does not have the problem of 
determination of the best neuron number in the hidden layer 
since multiplicative neuron model is preferred. 
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