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Abstract  Fuzzy time series methods do not require any assumptions valid for classic time series approaches. The most 
important disadvantage of fuzzy time series approaches is that it needs subjective decisions, especially in fuzzification stage. 
In the some fuzzy time series methods, membership values are ignored but the membership values are vital in a fuzzy 
inference system. In this study, a high order fuzzy time series approach was suggested and proposed approach is a method 
which uses membership values to obtain forecasts. When the membership values for high order fuzzy time series forecasting 
model are used as inputs of feed forward artificial neural network, too many inputs must be used. Because of too many inputs, 
the structure of artificial neural networks becomes a complex architecture and it is needed too much calculation time for too 
much weights and biases in the network structure. To overcome this problem, the operation of union is firstly used to combine 
inputs in the proposed method. In order to evaluate the performance of the proposed method, it has been applied to University 
of Alabama enrollment data, index 100 in stock market of Istanbul and Taiwan futures exchange data the obtained results 
have been compared with other fuzzy time series methods. At a result of the applications, it is seen that the proposed approach 
has superior forecasting performance. 
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1. Introduction 
Forecasting is of vital importance in determining efficient 

strategies for the future. For this reason, a number of 
scientific studies that aim to forecast time series have been 
put forward. Traditional time series approaches with 
probabilistic models require some assumptions such as 
number of observations, normal distribution, and linearity. 
Thus, these approaches can lead to misleading forecasting 
results when these assumptions are not satisfied. Therefore, 
non-probabilistic approaches have been put forward as an 
alternative to probabilistic time series forecasting models. In 
recent years, fuzzy time series approach has become 
prominent among non-probabilistic time series forecasting 
methods. 

Zadeh [1] formed a basis with fuzzy set theory which was 
put forward by own for fuzzy time series approaches which 
was firstly proposed by Song and Chissom [2]. Song and 
Chissom [2] introduced fuzzy time series in two parts as  
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time-variant and time-invariant. In this study, it has been 
focused on time-invariant fuzzy time series. Fuzzy time 
series forecasting models consist of three stages. All these 
stages play an active role on the forecasting performance. 
These stages are; fuzzification, determination of fuzzy 
relations and defuzzification, respectively. 

In fuzzification stage, despite the use of partition of the 
universe of discourse, more systematic approaches have 
been put forward in recent years. The first studies in this 
stage, equal intervals lengths were determined arbitrary in 
the studies of Song and Chissom [2-4] and Chen [5, 6]. 
Huarng [7] proposed two different approaches based on 
mean and distribution. These approaches have shown the 
role of interval lengths on the forecasting performance. 
Egrioglu et al. [8, 9] determined equal length intervals based 
on optimization, in this stage. Besides, Huarng and Yu [10] 
suggested an idea that the partition of universe of discourse 
was determined with changing of sub-intervals based on 
ratio. Yolcu et al. [11] proposed an approach to optimize this 
ratio.  

Separately to determine the dynamic length of interval, 
Davari et al. [12], Kuo et al. [13,14], Park et al. [15], Hsu   
et al. [16], Fu et al. [17] and Huang et al. [18] utilized particle 
swarm optimization technique, Chen and Chung [19] and 
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Lee et al. [20, 21] also utilized genetic algorithm. All of these 
approaches examined carefully it is clearly seen that a more 
systematic structure occurs gradually in fuzzification stage. 

However, the membership values of fuzzy observations 
were determined subjectively in first studies. In order to 
eliminate this problem, Cheng et al. [22] and Li et al. [23] 
used fuzzy C-means (FCM) clustering technique; Egrioglu  
et al. [24] used Gustafson-Kessel fuzzy clustering technique 
in fuzzification stage. 

The stage of determination of fuzzy relation is a stage that 
the inner-relation of fuzzy time series is determined in this 
stage. Therefore, this stage is highly important because of 
finding the proper model and thus this stage provides a major 
contribution to obtain superior forecasting performance. 
Song and Chissom [2-4] used fuzzy logic relation matrix in 
this stage. Sullivan and Woodall [25] used transition 
matrices based on Markov chain instead of using fuzzy logic 
relation matrix. Chen [5] proposed a simplified approach 
with the idea of matrix calculations are based on complex 
operations. This approach used fuzzy logic group 
relationships tables to determine the fuzzy relations. Huarng 
and Yu [26] proposed a first order fuzzy time series approach 
using feed forward artificial neural network (FFANN) in this 
stage. Besides, Aladag et al. [27] developed the method of 
Huarng and Yu [26] and proposed a high order fuzzy time 
series forecasting model. During the determination of fuzzy 
relations, the membership values have been ignored and 
index numbers of fuzzy sets have been considered in all of 
these approaches.  

This situation may cause lack of information and it may 
affect the forecasting performance, negatively. In order to 
eliminate this problem, Yu and Huarng [28] proposed an 
approach considering all memberships to determine the 
fuzzy relations. But Yu and Huarng [28] also determined 
these membership values subjectively. To solve this problem 
Yolcu et al. [29] proposed an approach. According to this 
approach all memberships were determined by FCM 
technique instead of the study of Yu and Huarng [28]. 
Despite their superior properties of these two methods, they 
contain only first order fuzzy time series forecasting model. 
However, it will be more suitable using high order models 
instead of first order models for forecasting of fuzzy time 
series with a more complex structure relation. Therefore, the 
methods proposed by Yu and Huarng [28] and Yolcu et al. 
[29] can be transformed into a high order model structure. 
But this situation will lead to a problem that the number of 
input of artificial neural network will increase too much. In 
such a case, the training of the network takes a long time, the 
training of network becomes more difficult and also its 
superior forecasting performance may affected, negatively. 
In defuzzification stage, many researchers such as Chen [5], 
Huarng [7] and Huarng and Yu [10] used centroid method. 
Song and Chissom [4] used ANN in this stage and Cheng   
et al. [22] and Aladag et al. [30] preferred to use adaptive 
expectation method. Yolcu et al. [29] proposed an approach 
considering all membership values in this stage. 

In this study, a high order fuzzy time series approach using 
fuzzy c-means clustering method in fuzzification stage and 
considering all the membership values in the stages of 
determination of fuzzy relations and defuzzification stage 
has been proposed. Thus, a more systematic approach that 
uses more information has been proposed. In addition, in the 
stage of determination of fuzzy relations the problem of the 
too much input number of artificial neural network with 
multiple inputs and multiple outputs has been solved by 
using operation of union. The proposed method has been 
applied to different time series used in the literature and the 
results have compared with some other fuzzy time series 
methods.  

2. Overview of Related Techniques 
2.1. The FCM Clustering Technique 

FCM clustering technique has been used especially in 
recent years in fuzzification stage of the fuzzy time series 
forecasting methods. The FCM clustering technique was 
firstly introduced by Bezdek [31]. This clustering technique 
is the most widely used clustering algorithm. In this 
technique, fuzzy clustering is conducted by minimizing the 
least squared errors within groups. Let uij be the membership 
values, vi be the center of cluster, n be the number of 
variables, and c be the number of clusters. Then the objective 
function, which is tried to be minimized in fuzzy clustering, 
is  
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where β is a constant (β > 1) and called the fuzzy index. 
d(xj,vi) is a similarity measure between an observation and 
the center of corresponding fuzzy cluster. The objective 
function Jβ 
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In FCM clustering method, to solve the minimization 
problem given above, an iterative algorithm is used. In each 
iteration, the values of vi and uij are updated by using the 
formulas given in (3) and (4), respectively. 
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2.2. Artificial Neural Network 

Artificial neural networks can be defined as the 
mathematical algorithm that is inspired by the biological 
neural networks. Artificial neural networks, defined as the 
mathematical algorithms, are the algorithms that can learn 
from the examples and that can generalize what is learnt. 
Network presentation is the graphical expression of 
mathematical algorithms. Artificial neural networks are 
much more different than biological ones in terms of their 
structure and ability [32]. Artificial neural networks 
compose of a mathematical model [33]. 
Three basic components that direct the operation of artificial 
neural networks are as follows; 

Architecture Structure: The architecture structure of 
multilayer feed forward artificial neural network consists of 
input layer, hidden layer(s) and output layer (see Figure. 1). 
Each layer consists of neurons. The architecture structure is 
determined based on deciding the number of neuron in each 
layer. These neurons are linked each other by weights. There 
is no link among the neurons in the same layer. 

Learning Algorithm: Although, there are many learning 
algorithms used in the determination of weights in artificial 
neural networks, the most widely used one is Back 
Propagation algorithm which updates weights based on the 
difference between available data and the output of the 
network. Learning parameter which is used in back 
propagation algorithm and which can be taken fixedly or 
updated in the algorithm dynamically, plays an important 
role in reaching optimal results. 

 
 
Figure 1.  Architecture of multilayer feed forward neural network 

Activation Function: The proper selection of activation 
function that enables curvilinear matching between input and 
output units, significantly affect the performance of the 
network. When the activation function, generally selected as 

unipolar, bipolar or linear, is not linear, slope parameter 
should be determined. Slope parameter is another factor that 
plays an important role in reaching the appropriate 
conclusion. 

2.3. Basic Definitions and Concepts Related to Fuzzy 
Time Series 

The fuzzy time series was firstly defined by Song and 
Chissom [2]. The basic definitions of fuzzy time series, and 
time variant and time invariant fuzzy time series definitions 
are given below. 

Definition 1 Let Y(t) (t  = …, 0, 1, 2, …), a subset of real 
numbers, be the universe of discourse on which fuzzy sets fj(t) 
are defined. If F(t) is a collection of f1(t), f2(t), … then F(t) is 
called a fuzzy time series defined on Y(t). 

Definition 2 Suppose F(t) is caused by F(t – 1) only, i.e., 
F(t – 1) → F(t). Then this relation can be expressed as F(t) = 
F(t – 1) ° R(t, t – 1) where R(t, t – 1) is the fuzzy relationship 
between F(t – 1) and F(t), and F(t) = F(t – 1) ° R(t, t – 1) is 
called the first order model of F(t). " ° " represents max-min 
composition of fuzzy sets. 

Definition 3 Suppose R(t, t – 1) is a first order model of 
F(t). If for any t, R(t, t – 1) is independent of t , i.e., for any t , 
R(t, t – 1) = R(t – 1, t – 2), then F(t) is called a time invariant 
fuzzy time series otherwise it is called a time variant fuzzy 
time series. 

Song and Chissom [2] firstly introduced an algorithm 
based on the first order model for forecasting time invariant 
F(t). In Song and Chissom’s [3] labour, the fuzzy 
relationship matrix R(t, t – 1) = R is obtained by many matrix 
operations. The fuzzy forecasts are obtained based on 
max-min composition as below: 

F(t) = F(t – 1) ° R               (5) 
The dimension of R matrix depends on the number of 

fuzzy sets. The number of fuzzy sets equals to the number of 
intervals that compose of universe of discourse. The more 
fuzzy sets are used, the more matrix operations are needed 
for obtain R matrix. When the number of fuzzy set is high, 
using the method proposed by Song and Chissom [3] 
considerably increases the computational cost. In this 
situation, the method suggested by Song and Chissom [3] is 
given as below. 

Definition 4 Let F(t) be a time invariant fuzzy time series. 
If F(t) is caused by F(t – 2), F(t – 1), … , and  F(t – n) then 
this fuzzy logical relationship is represented by 

   F(t – n), … , F(t – 2), F(t – 1) → F(t)    (6) 
and it is called the nth order fuzzy time series forecasting 
model. 

It is possible to use union operation to obtain fuzzy 
forecasts for high order model. This situation can be given by 
the equation  

( ) ( ) ( ) ( )( )2 1F t F t n F t F t R= − ∪ ∪ − ∪ −  (7) 

In equation (7), union operation means that F(t) is affected 
by F(t – 1) or F(t – 2) or … or F(t – n). 
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3. The Proposed Method 
Each stage of fuzzy time series approach is highly 

effective on the forecasting performance of the method. 
Therefore, there are many studies on these stages in the 
literature. The main purpose of researchers is to make the 
methods more systematic and to present more suitable 
approaches for the fuzzy set theory. For this purpose, Cheng 
et al. [34] and Li et al. [23] used FCM clustering technique; 
Egrioglu et al. [24] used Gustafson-Kessel fuzzy clustering 
technique in the fuzzification stage. In these methods, the 
partition of universe of discourse was not used in 
fuzzification stage and the membership values were not 
determined with a systematic approach.  

The stage of determination of fuzzy relation can be 
considered as the most important determinant of the 
forecasting performance of the model since the 
inner-relations of fuzzy time series are determined in this 
stage. In almost all studies available in the literature, the 
membership values are ignored in this stage. This situation 
may affect the forecasting performance negatively since 
ignorance of membership values cause lack of information. 
Yu and Huarng [28] proposed an approach that considers all 
membership values to determine the relations with FFANN 
but these membership values were determined subjectively.  

In order to eliminate this problem Yolcu et al. [29] 
proposed a new approach. In this approach, the membership 
values were determined with FCM technique and all 
membership values were taken into consideration. Although 
fuzzy time series forecasting models which were proposed 
by  

Yu and Huarng [28] and Yolcu et al. [29] have important 
advantages, these models were only first order forecasting 
models. On the other hand, it is usually necessary to use high 
order models since many time series encountered in real life 
contains complex relations. To forecast such time series, 
high-order fuzzy time series forecasting models should be 
utilized. In high order models, the increment of the input 
number of FFANN is a crucial problem. In the first order 
models, the number of FFANN inputs is number of fuzzy 
sets while the number of FFANN inputs is product of number 
of fuzzy sets and model order in the high order models. 
Therefore, the number of inputs can be too much in the high 
order models. In such a case, training of a network will take a 
quite long time as well as gets difficult so the performance of 
forecasting will be affected negatively.  

By the method proposed in this study, it is aim to forecast 
of time series which contains high order fuzzy relations. The 
proposed method avoids subjective decisions by using FCM 
technique in fuzzification stage and the proposed method 
also presents an approach using FFANN in the stage of 
determination of fuzzy relations and takes all membership 
values into account in defuzzification stage.  
The proposed method has some important advantages which 
can be summarized as follows: 

• There is no require to partition of universe of discourse 

in fuzzification stage and memberships are determined 
based on a systematic method by using FCM. 

• Operation of union has been applied to all fuzzy lagged 
variables to overcome the problem that is too much 
input for artificial neural network models. 

• The proposed approach is in accordance with the fuzzy 
set theory since this approach takes all membership 
values into consideration in the stages of determination 
of fuzzy relations and defuzzification. Therefore, 
information loss is avoided and an increase in the 
explanation power of the model is provided. 

• The proposed method is considerably suitable for 
forecasting of time series with complex relations since 
it is based on high order fuzzy time series forecasting 
model. 

• As a result of the advantages of the proposed method 
given above, it is clearly expected that the method has 
high forecasting accuracy. 

The algorithm of the proposed method is given below step by 
step. 
Step 1 Fuzzify observations of time series by using FCM 
clustering method. 

Let c be the number of fuzzy sets, such that 2 c n≤ ≤  
where n is the number of observations. FCM clustering 
algorithm in which the number of fuzzy sets is c is applied to 
the time series consists of crisp values. Then, after the center 
of each fuzzy set is determined, the degrees for each 
observation, which denote a degree of belonging to a fuzzy 
set for that observation, are calculated with respect to the 
obtained center values of fuzzy sets. Finally, ordered fuzzy 
sets Lr (r=1,2,…,c) are obtained according to the ascending 
ordered centers, which are denoted by vr (r=1,2,…,c). 
Step 2 Define the fuzzy relationship with FFANN. 

Table 1.  An example of memberships of observations 

Memberships of Observations to Fuzzy Sets 

Training Sample Set 1 (𝑳𝑳𝟏𝟏) Set 2 (𝑳𝑳𝟐𝟐) Set 3 (𝑳𝑳𝟑𝟑) 

1 0.9625 0.0293 0.0082 

2 0.9494 0.0427 0.0080 

3 0.3608 0.5901 0.0490 

4 0.9494 0.0427 0.0080 

5 0.9625 0.0293 0.0082 

6 0.0031 0.9948 0.0021 

7 0.0497 0.7932 0.1571 

8 0.0001 0.0004 0.9995 

The number of neurons in the input and output layers of 
FFANN is equal to the number of fuzzy sets, c. The numbers 
of neurons in the hidden layer are decided via trial and error. 
In this process, the point to take into consideration is to avoid 
a possible loss in ability of generalization of the feed forward 
neural network. The inputs of FFANN consist of 
membership values and these membership values are 
obtained by applying operation of union to the vector of 
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membership values of observations of each lagged time 
series. For example, we consider three order fuzzy time 
series forecasting model. Let the number of fuzzy sets be 
three. The membership values are given in Table 1.  
The fuzzy forecast for t=4 can be calculated as below: 

( )( ) ( )1 3 0.3608 0.5901 0.0490X tµ − = =
 

( )( ) ( )2 2 0.9494 0.0427 0.0080X tµ − = =
 

( )( ) ( )3 1 0.9625 0.0293 0.0082X tµ − = =  

and then; 

( )( ) ( )( ) ( )( )( )1 3 2 2 3 1X t X t X tµ µ µ− = ∪ − = ∪ − =
 

( )( )LTSX tµ=  

( )0.9625 0.5901 0.0490=  

The architecture of the network is shown in Figure 2 with 
3 fuzzy sets and 2 neurons in the hidden layer. In Figure 2, 

( )( )iL X tµ
 

 denotes the membership degree of belonging 

to ith fuzzy set of related observation of time series X(t). Then, 
the target values of FFANN are every membership degrees 
of belonging to c fuzzy sets of the observation of time series 
at t while the inputs of the networks are every membership 
degrees of belonging to c fuzzy sets of the observation of 

lagged time series at t ( )( )( )iL LTSX tµ . 

 

Figure 2.  The architecture of the feed forward network with 3 fuzzy sets 

The following logistic activation function is used in all 
layers of FFANN, of whose architecture is explained as 
follows:  

( ) 1( ) 1 exp( )f x x −= + −            (8) 

In the FFANN with this architectural structure optimal 
weights are obtained by training with learning algorithm 
Levenberg-Marquardt. Thus, the trained FFANN have 
learned the relationship among the membership degrees of 
the subsequent observations of time series.  

For example, suppose that we consider the time series 
given in Table 1. When we defined the architectural structure 
as given in Figure 2, the input and the targets of ANN would 
be as Table 2.   

Table 2.  An example of determine fuzzy relation 

Training 
Sample T 

Input 1 

𝝁𝝁𝑳𝑳𝟏𝟏�𝑿𝑿𝑳𝑳𝑳𝑳𝑳𝑳(𝒕𝒕)� 

Input 2 

𝝁𝝁𝑳𝑳𝟐𝟐�𝑿𝑿𝑳𝑳𝑳𝑳𝑳𝑳(𝒕𝒕)� 

Input3 

𝝁𝝁𝑳𝑳𝟑𝟑�𝑿𝑿𝑳𝑳𝑳𝑳𝑳𝑳(𝒕𝒕)� 

1 4 0.9625 0.5901 0.0490 

2 5 0.9494 0.5901 0.0490 

3 6 0.9625 0.5901 0.0490 

4 7 0.9625 0.9948 0.0082 

5 8 0.9625 0.9948 0.1571 

     

Training 
Sample T 

Target 1 

𝝁𝝁𝑳𝑳𝟏𝟏�𝑿𝑿𝑳𝑳𝑳𝑳𝑳𝑳(𝒕𝒕)� 

Target 2 

𝝁𝝁𝑳𝑳𝟐𝟐�𝑿𝑿𝑳𝑳𝑳𝑳𝑳𝑳(𝒕𝒕)� 

Target 3 

𝝁𝝁𝑳𝑳𝟑𝟑�𝑿𝑿𝑳𝑳𝑳𝑳𝑳𝑳(𝒕𝒕)� 

1 4 0.9494 0.0427 0.0080 

2 5 0.9625 0.0293 0.0082 

3 6 0.0031 0.9948 0.0021 

4 7 0.0497 0.7932 0.1571 

5 8 0.0001 0.0004 0.9995 

Step 3 Defuzzification. 
When it is desired to get the fuzzy forecast for the 

observation at t, firstly the membership degrees of the 

observation of lagged time series at t ( )( )( )iL LTSX tµ  

associated with the centers of the fuzzy sets 
( 1, 2,..., )rv r c=  which are defined by the method of 

FCM clustering are obtained. Then, these membership 
degrees are given as input of FFANN and the output is 
generated. These outputs are actually the membership 
degrees for the fuzzy forecasting value of the observation at t. 
It should be here noted that the sum of the degrees of 
membership is not equal to 1, to the contrary FCM method. 
In defuzzification stage, the degrees of memberships of the 
fuzzy forecast are put in Equation (9) given below and are 
transformed into weights. And finally, the defuzzified 
forecast of the observation at t is calculated as in Equation 
(10). 

( )( )
( )( ) ( )( ) ( )( )1 2

ˆ
ˆ ˆ ˆ

i

c

L
it

L L L

X t
w

X t X t X t
µ

µ µ µ
=

+ + +

(9) 

1

ˆ ( )
c

it i
i

X t w v
=

= ∑              (10) 

( )( )ˆ
iL X tµ , i=1,2,…,c denotes the membership degrees 

for the fuzzy forecasting value of the observation at t 
obtained from the output of FFANN, , 1, 2, ,itw t c=   
are weights used for defuzzifying forecasts. 

Referring back to Table 1, consider that we have got the 
output of ANN for third observation (t=4) like 0.87, 0.23, 
0.02. In this case, we obtained  
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( )( )
( )( ) ( )( ) ( )( )

1

1 2 3

14
ˆ 4

ˆ ˆ ˆ4 4 4
L

L L L

X
w

X X X
µ

µ µ µ
=

+ +
 

0.87 0.7768
0.87 0.23 0.02

= =
+ +

 

( )( )
( )( ) ( )( ) ( )( )

2

1 2 3

24
ˆ 4

ˆ ˆ ˆ4 4 4
L

L L L

X
w

X X X
µ

µ µ µ
=

+ +
 

0.23 0.2054
0.87 0.23 0.02

= =
+ +

 

( )( )
( )( ) ( )( ) ( )( )

3

1 2 3

34
ˆ 4

ˆ ˆ ˆ4 4 4
L

L L L

X
w

X X X
µ

µ µ µ
=

+ +
 

0.02 0.0178
0.87 0.23 0.02

= =
+ +

 

4. Applications 
In order to evaluate the performance of the proposed 

method, three different data sets which were used in previous 
studies were analyzed with both the proposed method and 
some other methods in the literature. Besides, the all of the 
obtained results were evaluated as comparatively over the 
training sets and the test sets, together. In the comparison, 
mean square error (MSE) and root mean square error (RMSE) 
given in (11) are being calculated. 

( )2

1

1 ˆ
T

t t
t

RMSE y y
T =

= −∑            (11) 

where ty  and ˆty , T represent crisp time series, defuzzified 
forecasts, and the number of forecasts, respectively. The 
algorithm of the proposed method is coded in MATLAB 
version 7.9. 

4.1. The Enrollment Data of University of Alabama 

First of all we aim to evaluate the forecasting performance 
of the proposed method over the training data set. For this 
purpose, the proposed method was applied to the enrollment 
data of University of Alabama between the years 1971 and 
1992. The enrollment data is given in Table 3.  

The center values of fuzzy sets and the membership values 
obtained from FCM clustering algorithm are presented in 
Table 4 and Table 5, respectively. 

The fuzzy and defuzzified forecasts of proposed method 
are given in Table 6. When Table 6 is examined it is clearly 
seen that the proposed method has superior forecasting 
performance. 

Besides, MSE values obtained from the proposed method 
and the various methods are presented in Table 7. When the 

Table 7 is examined it is clearly seen that the proposed 
method gives the most accurate forecasts in terms of MSE 
for the enrollment data. The graph of the forecasts obtained 
from the proposed method and the observations of 
enrollment data is given in Figure 3.  

Table 3.  The Enrollment data 

Years Actual Years Actual 

1971 13055 1982 15433 

1972 13563 1983 15497 

1973 13867 1984 15145 

1974 14696 1985 15163 

1975 15460 1986 15984 

1976 15311 1987 16859 

1977 15603 1988 18150 

1978 15861 1989 18970 

1979 16807 1990 19328 

1980 16919 1991 19337 

1981 16388 1992 18876 

Table 4.  The center values of fuzzy sets obtained from the FCM 

Centers of Clusters 

𝒗𝒗𝟏𝟏 𝒗𝒗𝟐𝟐 𝒗𝒗𝟑𝟑 𝒗𝒗𝟒𝟒 

13482.8983 15045.2860 15458.3976 15921.0819 

𝒗𝒗𝟓𝟓 𝒗𝒗𝟔𝟔 𝒗𝒗𝟕𝟕  

16413.4337 16888.5535 19076.5378  

 

 

Figure 3.  The graph of forecasts and observations 

4.2. Index 100 in Stock Market of Istanbul  

In order to evaluate the performance of the proposed 
method, the other fuzzy time series data is index 100 in stock 
market of Istanbul (BIST). Data set includes observations 
between 01.10.2010 – 23.12.2010. The graph of the data set 
is shown in Figure 4. The last fifteen observations of data set 
are used for test set. 
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Table 5.  The membership values 

Year C1 C2 C3 C4 C5 C6 C7 

1971 0.8819 0.0408 0.0280 0.0197 0.0143 0.0110 0.0045 
1972 0.9926 0.0029 0.0018 0.0012 0.0008 0.0006 0.0002 
1973 0.8040 0.0854 0.0468 0.0281 0.0183 0.0130 0.0044 

1974 0.0573 0.6910 0.1450 0.0562 0.0286 0.0175 0.0044 
1975 0.0000 0.0000 1.0000 0.0000 0.0000 0.0000 0.0000 
1976 0.0046 0.2197 0.7139 0.0417 0.0128 0.0062 0.0011 

1977 0.0035 0.0507 0.7549 0.1560 0.0240 0.0096 0.0013 
1978 0.0006 0.0052 0.0213 0.9579 0.0113 0.0033 0.0003 
1979 0.0006 0.0020 0.0035 0.0080 0.0405 0.9442 0.0012 

1980 0.0001 0.0003 0.0004 0.0009 0.0036 0.9945 0.0002 
1981 0.0001 0.0004 0.0007 0.0030 0.9932 0.0026 0.0001 
1982 0.0002 0.0043 0.9919 0.0027 0.0007 0.0003 0.0001 

1983 0.0004 0.0072 0.9817 0.0081 0.0017 0.0008 0.0001 
1984 0.0032 0.8838 0.0895 0.0146 0.0055 0.0029 0.0006 
1985 0.0041 0.8318 0.1321 0.0201 0.0074 0.0039 0.0008 

1986 0.0006 0.0043 0.0137 0.9559 0.0205 0.0046 0.0004 
1987 0.0001 0.0003 0.0004 0.0010 0.0044 0.9937 0.0002 
1988 0.0176 0.0397 0.0528 0.0770 0.1269 0.2404 0.4457 

1989 0.0004 0.0007 0.0009 0.0012 0.0017 0.0026 0.9925 
1990 0.0018 0.0033 0.0041 0.0053 0.002 0.0103 0.9680 

1991 0.0019 0.0036 0.0044 0.0056 0.0077 0.0109 0.9660 
1992 0.0013 0.0027 0.0034 0.0045 0.0064 0.0099 0.9718 

C: Cluster 

Table 6.  The forecasts produced by the proposed method 

Fuzzy Forecasts Defuzzified 
Forecasts C1 C2 C3 C4 C5 C6 C7 

0.804 0.083 0.065 0.000 0.022 0.000 0.000 13815 
0.057 0.694 0.101 0.000 0.016 0.000 0.000 15016 
0.000 0.000 1.000 0.000 0.000 0.000 0.000 15458 

0.000 0.220 0.714 0.000 0.000 0.000 0.000 15361 
0.000 0.000 0.755 0.000 0.000 0.000 0.000 15458 
0.000 0.000 0.008 0.480 0.000 0.006 0.002 15941 

0.000 0.000 0.008 0.481 0.000 0.978 0.002 16568 
0.000 0.000 0.008 0.002 0.000 0.977 0.002 16881 
0.000 0.000 0.000 0.000 0.993 0.000 0.000 16414 

0.000 0.006 1.000 0.003 0.000 0.000 0.000 15457 
0.000 0.006 1.000 0.014 0.000 0.000 0.000 15462 
0.006 0.880 0.118 0.000 0.014 0.000 0.000 15104 

0.000 0.832 0.132 0.000 0.006 0.000 0.000 15110 
0.000 0.000 0.008 0.480 0.000 0.007 0.002 15942 
0.000 0.000 0.008 0.481 0.000 0.978 0.002 16568 

0.000 0.000 0.000 0.000 0.000 0.240 0.445 18310 
0.000 0.000 0.000 0.000 0.006 0.003 0.975 19055 
0.000 0.000 0.000 0.000 0.006 0.012 0.975 19035 

0.000 0.000 0.000 0.000 0.006 0.012 0.975 19035 
0.000 0.000 0.000 0.000 0.006 0.012 0.975 19035 

RMSE 161.58 

C: Cluster 
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Table 7.  The comparison of the obtained results 

Methods Order MSE 

[2] 1 412499 

[4] 1 77568 

[25] 1 38605 

[5] 1 40750 

[35] 5 27891 

[7] 1 78792 

[36] 1 1247b 

[6] 3 86694 

[37] 1 13492 

[38] 1 13370 

[22] 1 22891 

[34] 1 19208 

[27] 2 78073 

[8] 3 60714 

[9] 1 66661 

[24] 1 60140 

[39] 1 46422 

The proposed method 2 26108 

a Average based method  b Distribution based method 

 

Figure 4.  The data set of BIST 

The results obtained for this data set were evaluated with 
the results of other methods. In Chen [5], interval lengths 
were taken between 200 and 1000 with increment 100. The 
interval length in the methods given in Huarng [7, 36] was 
determined when the method was progressing. The number 
of fuzzy sets was experienced between 5 and 15 in the 
proposed method and the paper Cheng et al. [34], Song and 
Chissom [3] and Yolcu et al. [29]. The forecasts of the best 
situations obtained from proposed method and the other 
methods in the literature are given in Table 8. 

Table 8.  The obtained results for the test data of data set 3 

[3] [5] [7] [36] [10] [34] [29] The Proposed 
Method 

65974 65500 66500 65300 66035 65776 66421 65244 

66163 65500 66167 64100 66048 65600 65817 66779 

66163 67517 66167 66700 66946 65776 66776 67548 

66163 67517 66167 66700 66946 65600 66752 66794 

66206 66325 67833 67700 66035 65776 66783 65875 

65974 65500 66500 65900 66048 65600 65023 65776 

65974 65500 65500 64700 65435 65776 66005 66163 

66163 65500 66167 67100 66946 65600 66774 66163 

66163 65500 66167 66500 66946 65776 66775 66163 

65974 65500 66500 66300 66035 65600 65064 66163 

65277 65500 65500 64500 65435 65776 65019 64505 

65277 64950 63500 63500 63668 65600 65037 64496 

65277 64950 63500 63500 63668 65776 65035 64642 

65974 65500 65500 65500 65435 65600 65599 64526 

65974 65500 66500 66300 66035 65776 66416 66163 

RMSE 

998 1047 1200 1283 961 1197 816 801 
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Table 9.  TAIFEX data 

Date TAIFEX  Date TAIFEX Date TAIFEX 

03.08.1998 7552.0  24.08.1998 6955.00 11.09.1998 6726.50 

04.08.1998 7560.00  25.08.1998 6949.00 14.09.1998 6774.55 

05.08.1998 7487.00  26.08.1998 6790.00 15.09.1998 6762.00 

06.08.1998 7462.00  27.08.1998 6835.00 16.09.1998 6952.75 

07.08.1998 7515.00  28.08.1998 6695.00 17.09.1998 6906.00 

10.08.1998 7365.00  29.08.1998 6728.00 18.09.1998 6842.00 

11.08.1998 7360.00  31.08.1998 6566.00 19.09.1998 7039.00 

12.08.1998 7330.00  01.09.1998 6409.00 21.09.1998 6861.00 

13.08.1998 7291.00  02.09.1998 6430.00 22.09.1998 6926.00 

14.08.1998 7320.00  03.09.1998 6200.00 23.09.1998 6852.00 

15.08.1998 7320.00  04.09.1998 6403.20 24.09.1998 6890.00 

17.08.1998 7219.00  05.09.1998 6697.50 25.09.1998 6871.00 

18.08.1998 7220.00  07.09.1998 6722.30 28.09.1998 6840.00 

19.08.1998 7285.00  08.09.1998 6859.40 29.09.1998 6806.00 

20.08.1998 7274.00  09.09.1998 6769.60 30.09.1998 6787.00 

21.08.1998 7225.00  10.09.1998 6709.75   

Table 10.  The obtained results for TAIFEX data 

Date TAIFEX [20] [21] [16] The Proposed 
Method 

10.09.1998 6709.75 6621.43 6917.40 6745.45 6804.31 

11.09.1998 6726.50 6677.48 6852.23 6757.89 6804.31 

14.09.1998 6774.55 6709.63 6805.71 6731.76 6761.17 

15.09.1998 6762.00 6732.02 6762.37 6722.54 6758.51 

16.09.1998 6952.75 6753.38 6793.06 6753.72 6856.13 

17.09.1998 6906.00 6756.02 6784.40 6761.54 6856.13 

18.09.1998 6842.00 6804.26 6970.74 6857.27 6856.13 

19.09.1998 7039.00 6842.04 6977.22 6898.97 6856.13 

21.09.1998 6861.00 6839.01 6874.46 6853.07 6856.13 

22.09.1998 6926.00 6897.33 7126.05 6951.95 6856.13 

23.09.1998 6852.00 6896.83 6862.49 6896.84 6856.13 

24.09.1998 6890.00 6919.27 6944.36 6919.94 6856.13 

25.09.1998 6871.00 6903.36 6831.88 6884.99 6807.48 

28.09.1998 6840.00 6895.95 6843.24 6894.10 6793.07 

29.09.1998 6806.00 6879.31 6858.45 6866.17 6793.07 

30.09.1998 6787.00 6878.34 6825.64 6865.06 6856.13 

 RMSE 93.49 102.96 80.02 69.78 

 

The best forecasts obtained from proposed method is 
found when the number of the fuzzy sets was 12, the number 
of the neurons in the hidden layer was one and the order of 
model was two for the proposed method. 
 

4.3. Taiwan Futures Exchange (TAIFEX) Data 

Finally, the proposed forecasting approach is applied to 
TAIFEX data presented in Table 9. The time series has 47 
daily observations between 03.08.1998 and 30.09.1998. The 
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last 16 observations between 10.09.1998 and 30.09.1998 are 
used for test set. 

The forecasting performance of the proposed method is 
evaluated over the test set, again. The number of the fuzzy 
sets was 7, the number of the neurons in the hidden layer was 
one and the order of model was five for the best forecasts 
obtained from proposed method. Then, the forecasts 
obtained from all methods are compared with each other and 
the all obtained results are summarized in Table 10. 

When the Table 10 examined the superior forecasting 
performance of the proposed method is remarkable. 

5. Discussion and Conclusions 
Although fuzzy time series approaches provide some 

advantages, they also have some disadvantages. Some of 
them require subjective decisions especially in fuzzification 
stage and ignore the membership values. These drawbacks 
directly affect the forecasting performance. In this study, a 
new high order fuzzy time series forecasting model is 
proposed to deal with these problems. The proposed model 
determines the membership values systematically by using 
FCM technique in the fuzzification stage. These membership 
values were used in the stage of determination of fuzzy 
relations and so better forecasting results can be obtained by 
using more information. 

Moreover, in the proposed method, using the operation of 
union overcome the problem that is too much input for 
artificial neural network models. In the implementation, the 
proposed method has been applied to various time series and 
the forecasting performance has been evaluated for both 
training and test sets. The obtained results show that the 
proposed method has superior forecasting performance 
besides its all advantages. 
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