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Abstract  Fuzzy time series approaches are used when the observations of traditional time series approaches contain 
uncertainty. Besides, fuzzy  time series approaches do not need the assumptions valid for tradit ional t ime series approaches. 
Generally, fuzzy time series methods consist of three stages. These are fuzzification, determination of fuzzy relat ions and 
defuzzificat ion stages, respectively. All these stages of fuzzy  time series are very  important on the forecasting performance of 
the model. There are many studies that contribute for each stage in the literature. In th is study, we contributed the 
fuzzification and defuzzification stages. In fuzzification stage, we used Differential Evaluation Algorithm to avoid subjective 
judgments for determining the interval lengths and also as known; the forecasting performance may be improved if the fuzzy 
relations must be occurred, properly. From this point of view, we take into account the recurrence numbers of fuzzy relations 
in defuzzificat ion stage. Then, our proposed method has been applied to the real data sets which are often used in  other studies 
in literature. The results are compared to the ones obtained from other techniques. Thus it is concluded that the results present 
superior fo recasts performance. 
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1. Introduction 
Fuzzy time series procedures do not require the 

assumptions such as the large sample and that the model is 
true. Recent studies are about fuzzy time series procedures 
since they do not require the strict assumptions and generally 
provide remarkable forecasting performances.  

The fuzzy  set was firstly introduced by Zadeh[1] and this 
concept has found many applicat ion areas since then. Fuzzy 
time series were introduced firstly in the studies of[2, 3, 4]. 
These proposed fuzzy time series techniques in literature 
generally consist of the three stages; these are fuzzification, 
determining of fuzzy relat ions and defuzzificat ion. 
In the literature, the decomposition of universe of discourse 
was mostly used in the fuzzification stage and intervals of it 
was determined arbit rarily the studies of[2, 3, 4, 5,6]. In 
addition, Huarng[7] has put forward the importance of the 
interval length on the forecasting performance and proposed 
two new techniques based on the mean and the distribution in 
order to find intervals. Egrioglu  et al.[8, 9] have suggested 
forming the problem of finding intervals as an optimizat ion  
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problem. 
Chen and Chung[10] and Lee et al.[11] used genetic 

algorithm to find the interval lengths, and also Fu et al.[12], 
Huang et al.[13], Kuo et al.[14, 15], Davari et al.[16], Park et 
al.[17] and Hsu et al.[18] used the particle swarm 
optimization. Besides these studies, Cheng et al.[19] and Li 
et al.[20] used fuzzy C-means clustering method in their 
studies and also Egrioglu et al.[21] used Gustafson-Kessel 
fuzzy clustering method in this stage. 

In the stageof determining of fuzzy relations, while Song 
and Chissom[2, 3, 4] used matrix operations, Chen[5] and 
some others were used the fuzzy logic relations group table 
and also artificial neural networks were used in the studies 
of[7, 22, 23, 24, 25, 26] for determin ing the fuzzy relat ions. 
The other studies in this stage were proposed in the studies 
of[23, 27, 28, 29]. 

In defuzzification stage, studies in the literature mostly 
used the centroid method. Chen[5], Huarng[7]. Cheng et 
al.[30], Aladag et al.[28] preferred  to use adaptive 
expectation method in the defuzzification process. 

The determining of the fuzzy relations is very important 
for the model structure. Besides, the fo recasting performance 
may be improved if the fuzzy relations defined well.  

From this point of view, we used Differential Evaluation 
Algorithm (DEA) in fuzzificat ion stage to avoid subjective 
decisions and also we aimed  to obtain more realistic 



76 Eren Bas et al.:  A Fuzzy Time Series Analysis Approach by Using Differential Evolution  
Algorithm Based on the Number of Recurrences of Fuzzy Relations 

 

forecasts by using fuzzy  relations recurrence numbers. 
Because, using recurrence numbers of fuzzy relations is 
important as well as fuzzy relat ions occur or not. 

In this study, a fuzzy time series approach that uses DEA 
in fuzzification stage and takes into account the recurrence 
numbers of fuzzy relat ions was proposed and also the 
proposed method was supported by the applications and it is 
superior fo recasting performance was shown. 

The rest part of the paper can be outlined as below: The 
fundamental defin itions of fuzzy time series has been given 
in Section 2. Short in formation about DEAhas been given in 
Section 3. In Section 4, the proposed method has been 
introduced. In Section 5, the results from the application of 
the proposed method to three real life data sets have 
presented. In section 6, discussionshave been presented and 
finally in section 7, conclusions havebeen presented. 

2. Fuzzy Time Series 
The definition of fuzzy time series was firstly introduced 

by Song and Chissom[2, 3, 4]. In contrast to conventional 
time series methods, various theoretical assumptions do not 
need to be checked in fuzzy  time series approaches. The 
most important advantage of the fuzzy time series 
approaches is to be able to work with a very small set of data.  

Let U be the universe of discourse,where 
{ }nuuuU ,,, 21 = . A  fuzzy  set iA,  of U can be defined 

as, 

1 1 2 2( ) / ( ) / ( ) /i A A A n niA u u u u u ui iµ µ µ= + + +     (1) 

Where A iµ   is the membership function of the fuzzy set 

iA and ; [0,1]A i Uµ → . 

In addition to, nju jAi
,,2,1),( =µ  denotes is a 

generic element of fuzzy set ),(; jAi uA
i

µ  is the degree of 

belongingness of ju to ]1,0[)(; ∈jAi uA
i

µ . 
Definition 1 Let ),2,1,0,()( =ttY , a subset of real 

numbers, be the universe of discourse by which fuzzy sets 
)(tf i are defined. If )(tF  is a  collection of 

),(),( 21 tftf  then )(tF  is called a fuzzy time series 
defined on Y(t). 

Definition 2 Fuzzy t ime series relationships assume that 
)(tF is caused only by ),1( −tF then the relationship can be 

expressed as: )1,(*)1()( −−= ttRtFtF , which is the 
fuzzy relationship between )(tF and ),1( −tF where * 
represents as an operator. To sum up, let iAtF =− )1( and 

jAtF =)( . The fuzzy logical relat ionship between )(tF and 

),1( −tF can be denoted as ji AA →  where iA  (current 

state) refers to the left-hand side and jA  (next  state) refers 

to the right-hand side of the fuzzy logical relat ionship. 

Furthermore, these fuzzy logical relat ionships can be 
grouped to establish different fuzzy relationship. 

3. Differential Evaluation Algorithm 
DEA was proposed by Price and Storn[31]. DEA is a 

heuristic algorithm based on the population. It has some 
operators such as mutation and crossover operations. These 
operators are used to create new generations. At the end of 
the process, candidate solutions are found by using some 
mathematical operations and these solutions are compared 
with the current solutions in the population. The best solution 
is transferred to the new generation according to the 
evaluation function and the best chromosome is taken as the 
optimal solution. DEA and its operators discussed in more 
detail in the section of p roposed method and also those who 
want more in formation can look the study of Price and 
Storn[31]. 

4. Proposed Method 
As it is well known that all stages of the fuzzy  time series 

approaches influences very much intensively on the 
forecasting performance of the applied model and 
researchers have used different techniques to make a 
contribution to each stages. In recent years, artificial 
intelligence algorithms have been used in fuzzification stage 
by the researchers and also the researchers have generally 
preferred to use the centroid method in the last stage so far 
and also the stage of determining of the fuzzy relations is 
very important as well as the other stages of fuzzy  time series 
approaches. Besides, the forecasting performance may be 
improved if the fuzzy relat ions defined well. From this point 
of view; we have noticed that none of them have considered 
how many times a fuzzy relation has occurred. 

To overcome th is problem, the weights can be given for 
each fuzzy relation according to their recurrences. Then, 
these weights can be used in the defuzzification stage. 
Because using recurrence numbers of fuzzy relat ions is 
important as well as fuzzy relations occur or not and the 
forecasting performance may be improved with the help of 
using these recurrence numbers  

In this study, a fuzzy time series method that uses DEA in  
fuzzification stage and takes into consideration of recurrence 
numbers of fuzzy relat ions in defuzzification stage to obtain 
more realistic forecasts has been proposed. 

The main advantages of proposed method are as follows: 
• The interval lengths are determined by avoiding 

subjective decisions because of using DEA. 
• A more flexib le solution process is provided by 

obtaining fix interval length instead of constant length 
interval. 
• The most basic element in the structure of the model is 

fuzzy relations. To obtain forecasts as well as the fuzzy 
relations, using their recurrence numbers cause to obtain 
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more realistic forecasts. 
• The search space has been differentiated by using DEA 

and new generations are obtained. 
Briefly, we can summarize our proposed method as below. 

Algorithm. 

Step 1 minD  and maxD  are the min imum and maximum 
values of time series, respectively and the universe of 
discourse is defined in Equation 2. 

min 1 max 2[ , ]lower upperU D D D D D D= = − = +  (2) 

1D and 2D are the numbers determined arbitrarily. 
If genes are shown with ))1(,,2,1( −= mixi 

 a 
chromosome structure of DEA can be shown as follows. 

1x  2x  3x  


 1−mx  

Figure 1.  A chromosome structure of DEA 

According to the values of these genes, the parts of 
universe of discourse, i.e., sub-intervals are shown as 
follows: 

1 1 2 1 2 1[ , ], [ , ], [ , ]lower m m upperu D x u x x u x D−= = =  (3) 

Step 2 The generation of in itial population.  

jknx ,, is to show the n. gene of  k . chromosome of  j.  
generation 

, , 0 [0,1]*( )n k j lower n upper lowerx D rand D D= = + −  (4) 

The genes produced by chromosomes are sorted by 
ascending order. 
Step 3 For each chromosome in the population, the root of 
the mean squared error (RMSE) selected as the evaluation 
function is calculated by applying the steps from 3.1 to 3.5. 
Step 3.1 𝑚𝑚  intervals based on the values of genes in 
chromosomes are used to form fuzzy sets as below. 

miuauauaA mimiii  ,2,1,/// 2211 =+++=     (5) 

here, ika  is the membership degrees and it is shown in 
equation 6. 








+−=

=
=

otherwise
iik

ik
aik

,0
1,1,5.0

,1
       (6) 

The observations of crisp time series are converted to the 
fuzzy sets in which the interval in which the corresponding 
observation is included, has got the highest degrees of 
membership value.   
Step 3.2 Obtainthe FLRs and FLRG tables.  

For example, when we observe the relation such as 
iAtF =− )1(  and jAtF =)(  for any time t this fuzzy  

logic relation is represented by ji AA → . In the whole 

series if we get the relation iAtF =− )1(  and kAtF =)(  

for any time t then we express the fuzzy logic relat ion as 

kji AAA → . Also we save the number of how many times 

the fuzzy logic relation such as ji AA →  is occurred, into 

the weights jw .  

Step 3.3 Obtain the fuzzy forecasts.  
The fuzzy forecasts are obtained with respect to the fuzzy  

logic relation table. If iAtF =− )1( and there is a relation 

such as ji AA → in the fuzzy logic relat ion table then the 

fuzzy forecast will be jA . If iAtF =− )1(  and there is a 

relation such as kji AAA → in the fuzzy logic relation 

table then the fuzzy  forecast will be ., kj AA If 

iAtF =− )1(  and EmptyAi →  in the fuzzy logic relation 

table then the fuzzy forecast will be iA .  

Step 3.4 Defuzzify the fuzzy forecasts.  
The weights 𝑤𝑤𝑗𝑗 obtained from the fuzzy logic relation 

table are used in the defuzzificat ion stage.  
For example; If iAtF =− )1(  and there exists the 

relation ji AA → in the table then the defuzzified forecast 

will be jm  which  is the midpoint of ju  which  is the 

subinterval of the fuzzy set jA  with the largest membership 
degree. That is, we don’t regard how many t imes that relation 
is repeated in the table.    

If iAtF =− )1(  and there exists the relation 

kji AAA ,→
 
and 𝑤𝑤𝑗𝑗  is the number of how many times 

the relation 𝐴𝐴𝑖𝑖 → 𝐴𝐴𝑗𝑗  is repeated in the whole time series and 

kw  is the number of how many times the relation 

ki AA →  is repeated then the defuzzified forecast is 
calculated as below. 

kj

kkjj
t ww

mwmw
x

+
+

=ˆ           (7) 

If iAtF =− )1(  and there exists the relat ion 

EmptyAi →  in the fuzzy logic relat ion table then the 

defuzzified forecast will be im  which is the midpoint of the 

subinterval iu  which is  the fuzzy set iA  with the largest 
membership degree.  

Step 3.5 Let tx  be the original time series and tx̂  be its 
defuzzified forecasts with the nobservations. RMSE is 
calculated by the equation 8. 

( )
1

1 ˆ
T

t t
t

RMSE x x
T =

= −∑            (8) 

Step 4 utation and Crossover operations. 
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Mutation and Crossover operations are applied to for each 
chromosome(Chr) in the init ial population, respectively. 
Step 4.1 The applicat ion of Mutation operation  

For applying mutation operation in DEA, firstly we 
choose four chromosomes. The first one of these four 
chromosomes is called as current  chromosome and the 
remain ing three chromosomes are selected randomly  except 
current chromosome. 

The first two of these selected three chromosomes are 
subtracted each other and it is called as the difference 
vector.Then, difference vector is mult iply by F and a new 
chromosome is obtained (In  general the parameter F  gets 
values between 0 and 2. We take this F value as 0.8 which is 
general value in the literature in this study). This new 
chromosome is called as the weighted difference vector. The 
weighted difference vector is summed with the third 
chromosome and mutation is completed. This new created 
chromosome is called as the total vector. 

Chromosome 7 Chromosome 6 
14200 14000 
15000 14700 
15900 15400 
17000 16100 
17700 17500 
19500 18700 

  - 

Difference  
vector  Weighted Difference 

vector 
200  160 
300  240 
500 *F= 400 
900  720 
200  160 
800  640 

 
Weighted 
Difference 

vector 
 Chromosome 1 Total vector 

160  13400 13560 

240  14600 14840 

400 
  + 

15800 16200 

720  17100 17820 
160  17800 17960 
640  18500 19140 

Figure 2.  An example of mutation operation 

Table 1.  An example of a random population 

Chr 1 13400 14600 15800 17100 17800 18500 
Chr 2 14600 15000 15200 15600 16000 17100 
Chr 3 13500 14000 14300 14700 15000 16800 
Chr 4 14100 15200 16300 17800 18000 18900 
Chr 5 13800 15100 16300 17200 18300 19100 
Chr 6 14000 14700 15400 16100 17500 18700 
Chr 7 14200 15000 15900 17000 17700 19500 

Thus, the chromosome to be used in the crossover 
operation is created with the help of mutation operation. 

To better understand mutation operation, let’s look at the 
Figure 2 and take a population with 7 chromosomes and the 
universe of discourse is  as given in  
Table 1. and assume that the Chromosome 2 is the 
chromosome to be mutated and Chromosome 6, 
Chromosome 7, Chromosome 1 are the chromosomes 
selected randomly except Chromosome 2.  
Step 4.2 The applicat ion of Crossover. 

To apply Crossover operation, the total vector obtained 
from at the end of the mutation operation is compared with 
current chromosome and nominee chromosome is obtained. 

While nominee chromosome is obtained, each gene of 
total vector and current chromosome is evaluated one by one. 

First at all, a  crossover rate (cor) is determined. Then, a  
random number is generated between 0 and 1 with the help 
of uniform distribution. 

If this random number is smaller than the crossover rate, 
the gene is taken from total vector. If it is not, the gene is 
taken from currentchromosome and nominee chromosome is 
generated and the fitness value of nominee chromosome is 
calculated. 

Then, let’s determine the (cor) rate. For example let’s take 
it 0.10 than generate random numbers for each gene, 
respectively. (0.01, 0.08, 0.15, 0.20, 0.16) and obtain the 
nominee chromosome. An example of crossover has been 
given in Figure 3. 

Total vector Chromosome 2 Nominee 
chromosome 

13560 14600 13560 
14840 15000 14840 
16200 15200 15200 
17820 15600 15600 
17960 16000 16000 
19140 17100 17100 

Figure 3.  An example of Crossover 

Step 5 The comparison of fitness values 
Nominee chromosome and  current chromosome are 

compared in terms of fitness values. The chromosome which 
has the smaller RMSE value used as evaluation function is 
transferred to new generation. For example let’s assume that 
the RMSE value of Nominee chromosome is smaller than 
chromosome 2 then, nominee chromosome is transferred to 
the new generation like shown in Table 2. 

Table 2.  An example of creation of a new generation 

Chr 1 13400 14600 15800 17100 17800 18500 

Chr 2 13560 14840 15200 15600 16000 17100 

Chr 3 13500 14000 14300 14700 15000 16800 

Chr 4 14100 15200 16300 17800 18000 18900 
Chr 5 13800 15100 16300 17200 18300 19100 

Chr 6 14000 14700 15400 16100 17500 18700 
Chr 7 14200 15000 15900 17000 17700 19500 

]20000,13000[=U
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All these operations are applied to each chromosome in 
initial population individually. 
Step 6 Steps 3-5 are repeated as much as a p redetermined 
number of iterat ions. 

5. Application 
In order to show the performance of the proposed method 

this is applied  to three different time series data. The results 
are compared with the results from the methods which are 
already in fuzzy t ime series literature with regards to RMSE 
and Mean Absolute Percent Error (MAPE) criteria.  

1

ˆ1 *100
n

t t

tt

x x
MAPE

n x=

−
= ∑           (9) 

For each time series data DEA parameters are defined as 
follows. 
• cn is experimented as from 10 to 100 with increment 10 
• cor is experimented respectively 0.1 to 1 with increment 

0.1 
• m is experimented as from 5 to 20 with the increment 1. 
• For all possible case, DEA is executed 100 t imes in  

MATLAB.  
At the end of the process, we obtained 1600 d ifferent 

solutions. Then the parameters (m, cn, cor) with the smallest 
RMSE value were taken as the best solution among these 
solutions.  

5.1. Enrollment Data 

The performance of proposed method is evaluated 
separately for both test and training sets for enrollment data 
between the years 1971 and 1992. Firstly all data is used for 
training set like almost all studies in the literature and then 
the last three observations of enrollment data is taken as test 
set and it is compared with the other studies in the literature. 
It is clearly seen that our proposed method has superior 
forecasting performance.  

As a first experiment, the proposed method is solved for 
training data. We conclude that the best result is obtained in 
the case where m=19, cn=80, cor=0.9. Table 3 presents the 
all results, which include forecasts and the RMSE and 
MAPEvalues, obtained from the proposed method and the 
other methods proposed in literature, comparat ively. These 
results from both are belonging to the best case. 

Additionally, a  comparative presentation of enrollments’ 
forecasts in terms of RMSE values for some other methods is 
given Table 4. 

As a second experiment, the proposed method is solved 
for test data. We conclude that the best result is obtained in 
the case where m=16, cn=60, cor=0.3. Table 5 presents the 
all results, which include RMSE values, obtained from the 

proposed method and the other methods proposed in 
literature, comparatively. 

5.2. Taifex Data 

In the second case, the proposed method was applied  to 
TAIFEX data whose observations are between 03.08.1998 
and 30.09.1998. The last 16 observations are used for test set, 
respectively. We conclude that the best result is obtained in 
the case where m=12, cn=70, cor=0.9. Table 6 presents the 
all results, which include forecasts and the RMSE and MAPE 
values, obtained from the proposed method and the other 
methods proposed in literature, comparat ively. These results 
from both are belonging to the best case. 

Table 3.  A comparative presentation of enrollments’ forecasts for training 
data 

[32] [33] 
[34] 

(MEP
A) 

[34] 
(TFA) [35] [36] [7] 

Th
e 

Pr
op

os
ed

 
M

et
ho

d 

        

  15430 14230 14000 14025 14000 13491 

  15430 14230 14000 14568 14000 14217 

14286 14500 15430 14230 14000 14568 14000 14767 

15361 15358 15430 15541 15500 15654 15500 15363 

15468 15500 15430 15541 15500 15654 15500 15354 

15512 15500 15430 15541 16000 15654 16000 15354 

15582 15500 15430 16196 16000 15654 16000 16017 

16500 16500 16889 16196 16000 16197 16000 16747 

16361 16500 16871 16196 16500 17283 17500 17057 

16362 16500 16871 17507 16500 17283 16000 16348 

15744 15581 15447 16196 15500 16197 16000 15363 

15560 15500 15430 15541 15500 15654 16000 15354 

15498 15500 15430 15541 15500 15654 15500 15354 

15306 15500 15430 15541 15500 15654 16000 15161 

15442 15500 15430 15541 15500 15654 16000 16017 

16558 16402 16889 16196 16500 16197 16000 16747 

17187 18500 16871 17507 18500 17283 17500 17983 

18475 18500 19333 18872 19000 18369 19000 18942 

19382 19471 19333 18872 19000 19454 19000 19488 

19487 19500 19333 18872 19000 19454 19500 19153 

18744 18651 19333 18872   19000 19153 

366 295 668 511 367 501 476 154 
1.72 
% 

1.56 
% 

2.75 
% 

2.66 
% 

1.87 
% 

2.67 
% 

2.45 
% 

0.78 
% 

Table 4.  A comparative of enrollments’ forecasts for training set in terms of RMSE 

[3] [5] [27] [30] [23] [9] [8] [21] [37] Proposed 
Method 

650 638 621 478 279 258 246 245 215 154 
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Table 5.  The comparison of the results for test set data 

Methods RMSE 
[2] 642.2609 
[4] 880.7309 

[27] 621.3332 
[5] 638.3627 
[7] 280.6991 

[38] 353.1388 
[9] 258.1879 

[19] 267.847 
[21] 245.2346 

Proposed method 215.2287 

Table 6.  The comparison of the results for test data 

TAIFEX 
Test 
Data 

[39] [11] [23] [18] [40] Proposed 
Method 

6709.75 6621.43 6917.4 6850 6745.45 6750 6755.898 
6726.5 6677.48 6852.2 6850 6757.89 6750 6754.594 

6774.55 6709.63 6805.7 6850 6731.76 6850 6754.594 
6762 6732.02 6762.4 6850 6722.54 6850 6755.898 

6952.75 6753.38 6793.1 6850 6753.72 6850 6755.898 
6906 6756.02 6784.4 6850 6761.54 6850 6874.118 
6842 6804.26 6970.7 6850 6857.27 6850 6874.118 
7039 6842.04 6977.2 6850 6898.97 6850 6874.118 
6861 6839.01 6874.5 6850 6853.07 6950 6874.118 
6926 6897.33 7126.1 6850 6951.95 6850 6874.118 
6852 6896.83 6862.5 6850 6896.84 6850 6874.118 
6890 6919.27 6944.4 6850 6919.94 6850 6874.118 
6871 6903.36 6831.9 6850 6884.99 6850 6874.118 
6840 6895.95 6843.2 6850 6894.10 6850 6874.118 
6806 6879.31 6858.5 6850 6866.17 6850 6755.898 
6787 6878.34 6825.6 6850 6865.06 6750 6755.898 

RMSE 93.49 102.96 83.58 80.02 72.55 70.53 
MAPE 1.09% 1.14% 0.96% 0.87% 0.82% 0.68% 

5.3. Car Road Accident in Belgium Data 

In the third case, the proposed method was implemented 
on the time series data of ‘killed in car road accident in 
Belgium’. We conclude that the best result is obtained in the 
case where m=20, cn=80, cor=0.2. Table 7 presents the all 
results, which include forecasts and the RMSE and MAPE 
values, obtained from the proposed method and the other 
methods proposed in literature, comparat ively. These results 
from both are belonging to the best case. 

As seen in Table 7, the method we propose gives the best 
result with respect to the forecasting performance. 

6. Discussions 
Using recurrence numbers of fuzzy relations is important 

as well as fuzzy relat ions occur or not.And also the 
forecasting performance may be improved with the help of 
using these recurrence numbers of fuzzy relations Besides, 
more reliab le results may be obtained by giving weights as 
the number of repetit ions of recurrent fuzzy relat ions. 
Besides, the contribution of fuzzy relations recurrent more is 
more than the fuzzy  relations recurrent less. We also 
considered this contribution and gave more weights to the 
fuzzy relations recurrent more. 

Table 7.  A comparative presentation of killed forecasts and the actual 
observations by various methods 

Year Actual 
 

[11] [41] [42] Proposed 
 1974 1574  1497   

1975 1460  1497  1466 
1976 1536  1497  1424 
1977 1597 1500 1497 1497 1547 
1978 1644 1500 1497 1497 1575 
1979 1572 1500 1497 1497 1575 
1980 1616 1500 1497 1598 1628 
1981 1564 1500 1497 1598 1575 
1982 1464 1500 1497 1498 1547 
1983 1479 1500 1497 1498 1424 
1984 1369 1500 1497 1398 1424 
1985 1308 1400 1396 1298 1328 
1986 1456 1300 1296 1498 1466 
1987 1390 1500 1497 1398 1424 
1988 1432 1400 1396 1398 1434 
1989 1488 1400 1396 1498 1487 
1990 1574 1500 1497 1598 1577 
1991 1471 1500 1497 1498 1466 
1992 1380 1500 1497 1398 1424 
1993 1346 1400 1396 1298 1328 
1994 1415 1300 1296 1398 1407 
1995 1228 1400 1396 1198 1222 
1996 1122 1100 1095 1098 1142 
1997 1150 1200 1196 1198 1085 
1998 1224 1200 1196 1198 1247 
1999 1173 1200 1196 1198 1142 
2000 1253 1300 1296 1298 1247 
2001 1288 1300 1296 1298 1190 
2002 1145 1100 1095 1098 1190 
2003 1035 1000 995 997 1085 
2004 953 1000 995 997 995 

 RMSE 85.35 83.12 46.78 44.40 

 MAPE 5.25% 5.06% 2.70% 2.47% 

7. Conclusions 
Fuzzy t ime series forecasting methods have attracted 

much attention in recent years. Different approaches have 
been proposed for the each stage of fuzzy  time series 
approaches. The stage of determining of fuzzy relat ion is 
very important for fuzzy t ime series approachesbecause it 
affects defuzzification stage. Revealing the effects of fuzzy 
relations, properly may improve the forecasting performance. 
From this point of v iew, we used DEA in fuzzification stage 
to avoid subjective decisions and also we consider the 
recurrence numbers of the repeated relations in fuzzy logic 
relation table which is necessary in the defuzzification stage 
in this study. By using recurrence numbers of fuzzy relations 
the forecasting performance was improved. The proposed 
method was supported by the real data sets analysis and its 
superior fo recasting performance was shown. 

We expect that in future studies researchers can 
concentrate on a different optimizat ion technique for finding 
the weights used in the defuzzification stage and may use 
different artificial intelligence techniques in fuzzification 
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stage. 
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