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Abstract  The aim of this paper is to present further improvement of the Simpson-type methods for finding zeros of a 

nonlinear equation. The new Simpson-type methods are shown to converge of the same order four and five, but with better 

precision of the zeros. In terms of computational cost, the new iterative methods require four evaluations of functions per 

iteration and therefore the new methods have an efficiency index better than the classical Simpson method. It is proved that 

the new methods have a convergence of order four and five. We examine the effectiveness of the new Simpson-type methods 

by approximating the simple root of a given nonlinear equation. Numerical comparisons are included to demonstrate 

exceptional convergence speed of the proposed methods and thus verifies the theoretical results. 
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1. Introduction 

In this paper, we present an alternative new fourth and 

fifth-order iterative methods to find a simple root of the 

nonlinear equation. It is well known that the techniques to 

solve nonlinear equations have many applications in 

Mathematics and applied science. Two well-known 

techniques, namely the classical Newton method and the 

classical Simpson method, for their simplicity with 

convergence order of two and three respectively [1-14], are 

applied to construct the new Simpson-type methods. It 

already has been established that the new Simpson-type 

method requires same amount of evaluations of the function 

as the classical Simpson method and it has been established 

that the new Simpson-type iterative methods have a better 

efficiency index than the classical Simpson method [11-13]. 

The prime motive for the development of the new 

Simpson-type methods was to establish an alternative 

scheme and demonstrate exceptional convergence speed of 

the proposed methods. 

The remaining sections of the paper are organized as 

follows. Some basic definitions and construction of the new 

Simpson-type methods are discussed in section 2. In section 

3, we prove the order of convergence of the new 

Simpson-type methods.  Finally, in section 4,  numerical  
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comparisons are made to demonstrate the performance of the 

presented methods. 

2. Construction of the New Iterative 
Methods 

2.1. Preliminaries 

In order to establish the order of convergence of the new 

Simpson-type methods iterative method, we use the 

following definitions [3, 9, 11, 14]. 

Definition 1 Let  f x  be a real-valued function with a 

root   and let  nx  be a sequence of real numbers that 

converge towards .  The order of convergence p is given 

by 

 

1lim 0,n

pn
n
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x
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where p   and   is the asymptotic error constant. 

Definition 2 Let k ke x    be the error in the k-th 

iteration, then the relation 

 1
1 ,

p p
k k k

e e e


            (2) 

is the error equation. If the error equation exists, then p is the 

order of convergence of the iterative method.  

Definition 3 Let r be the number of function evaluations 

of the method. The efficiency of the method is measured by 

the concept of efficiency index and defined as 
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 , ,rEI r p p                 (3) 

where p is the order of convergence of the method [3]. 

Definition 4 Suppose that 1,n nx x  and 1nx   are three 

successive iterations closer to the root   of (1). Then the 

computational order of convergence may be approximated 

by  
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where    i i if x f x    [11]. 

Before we define the new fourth and fifth-order 

Simpson-type methods, we state essentially the classical 

third-order Simpson method and the recently introduced 

fourth and fifth-order Simpson-type methods [12, 13]. 

2.2. The Classical Simpson Third-order Method 

Since this method is well established [1, 2, 4-6, 8, 10-13], 

we shall state the essential expressions used in order to 

calculate the root of the given nonlinear equation. Hence the 

Simpson third-order method is given as 
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0x  is the initial approximation and provided that the 

denominator of (5) is not equal to zero.  

2.3. The Simpson-type Fourth-order Methods 

In this section we state the recently introduced 

fourth-order Simpson-type method [12] to find simple root 

of a nonlinear equation. The improvement of the classical 

Simpson method was made by introducing a new factor in 

(5). Hence, the improved fourth-order Simpson-type method 

is given by 
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This is actually a simplified version of fourth-order 

Simpson-type method given in [12]. 

2.4. New Simpson-type Fourth-order Methods 

In this section we construct an alternative fourth-order 

Simpson-type method for finding simple root of a nonlinear 

equation. The improvement of the classical Simpson method 

was made by introducing a new factor in denominator of (5). 

Hence, the improved fourth-order Simpson-type method is 

given by 
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2.5. The Simpson-type Fifth-order Method 

The fifth-order Simpson-type method for finding simple 

root of a nonlinear equation has been presented in [13]. The 

order of convergence of the classical Simpson method and 

the fourth-order Simpson-type method is increased by 

introducing two different type of factors in (5). Hence, the 

fifth-order Simpson-type method is given by 
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where n  is given by (9) and  
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Here also we present a simplified version of fifth-order 

Simpson-type method given in [13]. 

2.6. New Simpson-type Fifth-order Method 

Here we present an alternative to fifth-order Simpson-type 

method (12) for finding simple root of a nonlinear equation. 

Here also, we improve the performance of (12) by 

introducing two new different type of factors in the 

denominator of (5). Hence, the new fifth-order Simpson-type 

method is given by 
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where n  is given by (11) and  
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3. Convergence Analysis 

In this section, we prove the order of convergence of the 

new fourth and fifth-order Simpson-type methods, given by 

(10) and (14) respectively. 

Theorem 1 
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Let D   be a simple zero of a sufficiently 

differentiable function :f D  for an open interval 

D. If the initial guess 0x  is sufficiently close to ,  then the 

order of convergence of the new Simpson-type methods 

defined by (10) and (14) is four and five, respectively. 

Proof  

Let   be a simple root of  f x , i.e.   0f    and 

  0f   , and the error is expressed as  

e x   .               (16) 

Using the Taylor series expansion and taking into account 

  0f   , we have 
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Dividing (17) by (18), we get 
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and hence, we have 
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The expansion of  nf y  about   is given as 
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Since from (7) we have 
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Taylor expansion of  nf z  about   is  
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The denominator of (5) is given as 
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Dividing the numerator by denominator of (5), we get 
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It is well established that the error equation of (5) is 
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The improvement factor introduced in fourth-order 

method (8) is 
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and the error equation yields  
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Furthermore, the factor introduced in the fifth-order (12) 

is 
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and the error equation yields  
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For the purpose of this paper, a new different factor is 

introduced in denominator of (5) and a new fourth-order 

Simpson-type method is obtained (10). The new factor is 

given as 
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and the error equation yields  
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The new fourth-order Simpson-type method is improved 

by introducing another factor in (10) and we obtain a new 

fifth-order Simpson-type method (14). The new factor is 

given by 
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and the error equation yields  
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The error equations (33) and (35) establishes the new 

fourth-order Simpson-type method and the new fifth-order 

Simpson-type method defined by (10) and (14) respectively. 
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4. Application of the New Simpson-type 
Iterative Methods 

In this section, numerical results on some test functions 

are compared for the new Simpson-type methods (10) and 

(14) with the established Simpson-type methods. It is 

apparent that the efficiency index of the new methods (10) 

and (14) is similar to (8) and (12) respectively. The 

efficiency index is calculated by the formula (3). Hence, the 

efficiency index of the new Simpson-type methods given by 

(14) and (12) is 4 5 1.4953,  whereas the efficiency index 

of the fourth-order Simpson-type methods given by (10) and 

(8) is 4 4 1.4142  and the efficiency index of the classical 

Simpson third-order method is given by (5) is 4 3 1.3161.  

To demonstrate the performance of the new iterative 

methods, we display the difference between the simple root
 

and the approximation nx  for test functions with initial 

guess 0x . In fact, nx  is calculated by using the same total 

number of function evaluations for all Simpson-type 

methods. 

Numerical example 1 

We will demonstrate the performance of the Simpson-type 

methods for the following nonlinear equation 

         21 exp sin exp cos 1,f x x x x x      (36) 

the exact value of the simple root of (36) is 0   In Table 

1 the errors obtained by the Simpson-type methods described, 

is based on the initial value 1
0 5x  . We observe that all the 

Simpson-type methods are converging to the expected order. 

Numerical example 2 

We will demonstrate the performance of the Simpson-type 

methods for the following nonlinear equation 

  15 4 24 2f x x x x    ,           (37) 

the exact value of the simple root of (37) is 0.7614    

In Table 2 the errors obtained by the Simpson-type methods 

described, is based on the initial value 1
0 2x   . We 

observe that the new Simpson-type methods are converging 

to the expected order. 

Table 1.  Errors occurring in the estimates of the root of (36) by the methods described 

Method 1x   2x   3x   4x    4f x  COC  

(5) 

(8) 

(10) 

(12) 

(14) 

0.262e-2 

0.160e-2 

0.779e-3 

0.730e-3 

0.172e-3 

0.671e-8 

0.595e-11 

0.166e-12 

0.367e-15 

0.856e-19 

0.112e-24 

0.114e-44 

0.347e-51 

0.119e-76 

0.265e-95 

0.520e-75 

0.151e-179 

0.654e-206 

0.415e-384 

0.755e-478 

0.104e-74 

0.302e-179 

0.131e-205 

0.830e-384 

0.151e-477 

2.9997 

4.0000 

4.0000 

5.0000 

5.0000 

Table 2.  Errors occurring in the estimates of the root of (37) by the methods described 

Method 1x   2x   3x   4x    4f x  COC  

(5) 

(8) 

(10) 

(12) 

(14) 

0.782e-2 

0.711e-2 

0.306e-2 

0.614e-2 

0.188e-2 

0.260e-6 

0.500e-8 

0.806e-10 

0.317e-10 

0.143e-13 

0.103e-19 

0.111e-32 

0.378e-40 

0.124e-51 

0.395e-69 

0.636e-60 

0.276e-131 

0.182e-161 

0.111e-258 

0.632e-347 

0.296e-59 

0.129e-130 

0.849e-161 

0.519e-258 

0.294e-346 

2.9912 

4.0080 

4.0025 

4.9955 

4.9368 

 

5. Remarks and Conclusions 

In this paper, we have demonstrated the performance of 

the new Simpson-type methods, namely the Simpson-type 

fifth-order method and the Simpson-type fourth-order 

method. The prime motive of the development of the new 

Simpson-type methods was to establish an alternative 

iterative method than the classical Simpson third-order 

iterative method and recently introduced the Simpson-type 

fourth and fifth-order iterative methods. We have examined 

the effectiveness of the new Simpson-type methods by 

showing the accuracy of the simple root of a nonlinear 

equation. It is observed from tables that the proposed 

methods (10) and (14) have a better performance as 

compared with recently introduced Simpson-type methods 

given (8) and (12) respectively. Also, it is well-established 

that the efficiency index of the new fifth-order methods is 

much better than the fourth-order Simpson-type methods and 

the classical Simpson third-order method. Numerical 

comparisons are made to demonstrate the performance of the 

derived method. Finally, empirically we have found that the 

approximate solution of the new fourth and fifth-order 

Simpson-type methods are to be substantially more accurate 

than the established fourth and fifth-order Simpson-type 

methods. 
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