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Abstract  In this paper, the problem of shrinkage estimation of reliability function is considered from a type II censored 
sample, assuming availability of prior estimate of reliability function. We develop four empirical shrinkage estimators for the 
reliability function pertaining to a class of lifetime distributions comprising of five distinct failure time distributions 
commonly used for modelling life-data in the industry. The proposed estimators are compared with Maximum Likelihood 
Estimators (MLEs) in terms of the mean squared error (MSE). All the proposed empirical shrinkage estimators are shown to 
be preferable to MLEs as the shrunken estimators remain more efficient in comparison. As the prior value of the reliability 
function approaches closer to the true value of the reliability function, the efficiency of the proposed estimators improves, for 
all the truncation numbers. 
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1. Introduction 
Shrinkage estimators were introduced in literature by 

Thompson (1968). Inferential estimation is often undertaken 
in the backdrop of prior knowledge in the form of existing 
data, which a researcher may utilize in order to get a more 
precise and accurate estimate. In many situations, the 
experimenter has some prior information regarding 
parameters in the form of a point guess value. To utilize this 
guess value the shrinkage estimators for mean, shape and 
scale parameters of various lifetime distributions have been 
discussed by a number of authors under Bayesian and 
non-Bayesian set up. See, for instance, Pandey (1983), 
Casella and Lehmann (1988), Prakash and Singh (2006, 
2008, 2009), Singh et al. (2000). However, shrinkage 
estimation of reliability function for any of the known 
lifetime distributions except exponential distribution (Tse 
and Tso (1996) and Chiou (1993)) has not been addressed so 
far, in the authors' knowledge. The advantages of 
incorporating prior information in the reliability function 
through the shrinkage estimators has been studied by Baklizi 
(2003). The current work is an effort to coin unified 
shrinkage estimators of reliability function for five lifetime 
distributions commonly used to model lifetime data by 
biologists, physicists, engineers and statisticians for living 
and non-living entities. Chaturvedi and Singh (2006) have 
derived a family of lifetime distributions which comprise of  
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these five important lifetime distributions, namely, 
exponential, Weibull, Burr, Pareto and Rayleigh 
distributions. They have studied behavior of the hazard-rate 
for different members of this family.  

The present paper proposes four different versions of 
shrinkage estimators for the reliability function of a family of 
lifetime distributions when the data is type II censored and a 
prior estimate of the reliability is given. The present work is 
an effort to provide a single efficient reliability estimator for 
the five most commonly used lifetime distributions in 
Industry, under different censoring scenarios, for Type II 
censored data. The estimators suggested in the present paper 
are based on MLE, UMVUE and the P-values. These 
estimators perform better than the more popular Maximum 
Likelihood Estimates (MLEs) used in distribution theory, see 
for instance, Zacks and Even (1996).  

The Shrinkage estimators are developed in section 2. 
Numerical computations are carried out to investigate the 
behavior of these estimators under section 3. Results are 
discussed in the final section. 

2. Shrinkage Estimation 
Random variable X follows the family of lifetime 

distributions with parameters β and θ . The probability 
density function of X is given by 
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Let g(x), x >a 0≥ be real- valued, differentiable, strictly 
increasing function of x (increasing to infinity) with g(a)=0 
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and g’(x) stands for the derivative of g(x).We assume that the 
inverse function g 1− (x) of g(x) exists. The following are 
special cases: 

(i) For g(x) = x, β = 1, we obtain exponential 
distribution. 

(ii) For g(x) = x, we obtain Weibull distribution. 
(iii) For g(x) = log(1+x b ), b>0 and β = 1,we obtain 

Burr distribution. 
(iv) For g(x) = log(x/a) and β = 1, we obtain Pareto 

distribution. 
(v) For g(x) = x, β = 2, we obtain Rayleigh distribution. 

The quantity we want to estimate is  

R(t) = P(X>t) =1-F(t) =exp[-g β (t)/θ ] 
We consider a random sample of size n from this 

distribution such that the data is censored when a 
predetermined number of failures r occur: Type II censoring. 
In type II censoring testing is terminated at the observed time 
of the r th failure. The censoring time is a random variable 
while r is fixed. 

Joint pdf of ),,,( )()2()1( xxx r  is given by 
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Assuming β to be a known quantity, mle of θ is 
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Baklizi (2003) has suggested shrinkage estimators of the 
following form 
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Such that 
^
θ  is estimated by mle of θ , 0R  is the prior 

guess of the experimenter which may be based on 
information based on the past experience. For a specified 
value of 0,, Rtβ  we can calculate 
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α  is assumed to lie between 0 and 1 inclusive, which 
may be determined in the following ways : 

α is chosen such that it minimizes mean square error of 

1
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It is known that under Type II censoring 2
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exactly. Thus, we have  
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We postulate the following notations: 
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Using Taylor’s expansion, 
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Therefore we can now write as under,
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By definition,  
^
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The first shrinkage estimator 
~
R 1 is based on MLE 

which is obtained by substituting  
^
R with 

^

MR , 
^
RE with 

MRE
^  and 

2^
RE  with 

2^

MRE  for a specified value of 
^

0 ,, θβR  each, in 

expressions 2.3 and 2.5 . 
The second shrinkage estimator 

~
R 2 is based on 

UMVUE which is obtained by substituting  
^
R  with 

^

UR , 
^
RE with 

URE
^ and 

2^
RE  with 

2^

URE  for a specified value of 
^

0 ,, θβR  each, in 

expressions 2.3 and 2.5 

The third shrinkage estimator 
~
R 3 is based on P-value 

of the following test 
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Let t represent the observed value of the statistic T. 
The P-value for this test is  

z = 2 min {PH0 (T>t) , PH0(T<- t)} 
= 2 min {1-F(t), F(-t)}               (16) 

where F(.) is the distribution function of T. 
A large P-value indicates that R is close to the prior 

estimate R0 (Tse & Tso, 1996). The proposed shrinkage 
estimator is obtained by replacing 1-α with the P-value of 
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this test. 

The Fourth shrinkage estimator 
~

4R  is based on the 
square root of the P-value of the above test such that the 
shrinkage estimator is obtained by replacing 1-α  with the 
square root of the P-value of this test. 

3. Relative Efficiencies of the Estimators 
Based on the following data taken from Martz and Waller 

(1982, p.395), various shrinkage estimators are calculated 
and their performance is assessed relative to MLEs using 
ratios of Mean Square Errors, represented by Ei,, i=1,2,3,4. 
Nine failure times for a heat exchanger used in alkylation 
unit of a gasoline refinery were recorded as under: 

.41, .58, .75, .83, 1.00, 1.08, 1.17, 1.25, and 1.35 years. A 
Weibull distribution (g(x)=x), with paramerer β = 3.5 has 
been used to model this data. The family of lifetime 
distributions that has been considered in this paper contains 
Weibull distribution as a special case. Under Type II 
censoring, for the subsequent computations, the following 
are postulated: 

1. R: the true value of the reliability, which is taken 
as .5, .75 and .90. 

2. Θ0: taken as .5, .8, 1 and 1.8. 
3. Truncation number r = 2,5,7,9 have been considered. 

We, thus, investigate efficiency of the newly constructed 
shrunken estimators relative to the MLE by postulating the 
above permutation of scenarios for the true value of 
reliability and the unknown parameter corresponding to four 
different censoring proportions from the original sample. 

4. Conclusions 
Under type II censoring, the relative efficiencies of the 

proposed shrinkage estimators (relative to MLE) are shown 
in table 1. The shrunken estimators have been found to be 
better than the MLEs which are conventionally employed by 
practitioners for the purpose of parameter estimation, with 
respect to relative efficiency. The developed shrinkage 
estimators perform better than the usual ML estimator when 
the guess (or the assumed true) value of the reliability 
function is approximately the true value of the parameter for 

small sample size. It is evident that 
~

1R  is most efficient 

followed by 
~

3R , 
~

4R  and 
~

2R , in that order, for the entire 
range of Θ0. Higher parameter value gives more efficiency to 
all the proposed shrinkage estimators. It is observed that 
lesser the censoring proportion, more is the efficiency in the 
constructed estimators, which implies that the proposed 
estimators remain more precise and closer to the true 
parameter values even when a larger sample proportion has 
been truncated. Under the empirical study setup, the 
proposed estimators are found to be highly efficient even 
corresponding to a Censoring Proportion which is as low as 
0.23. Thus, all the four proposed shrinkage estimators 

significantly improve the target reliability function in 
comparison with the standard MLE. 

Table 1.  Performance under type II censoring using relative efficiency 
indices 

CP Θ0 E1          E2         E3        E4 

  R=.5 
0.23 0.5 0.8414 0.9438 0.9038 0.9675 
0.23 0.8 1.8601 1.0122 1.855 1.489 
0.23 1 2.3509 2.2603 2.295 2.378 
0.23 1.8 1.943 1.8864 1.908 1.9842 
0.56 0.5 0.7128 0.9266 0.8461 1.2208 
0.56 0.8 1.6777 1.725 1.766 1.735 
0.56 1 2.156 1.8999 2.054 1.957 
0.56 1.8 1.1089 0.9341 0.7691 0.8752 
0.78 0.5 0.6455 0.8952 0.7154 0.9983 
0.78 0.8 1.2562 0.9754 1.515 1.493 
0.78 1 1.8741 1.2603 1.7132 1.496 
0.78 1.8 1.085 0.798 0.7648 0.7237 
CP Θ0 E1 E2 E3 E4 

   R=.75   
0.23 0.5 1.614 1.064 1.463 1.1283 
0.23 0.8 2.1026 1.275 1.9913 1.148 
0.23 1 3.3403 1.087 2.543 1.046 
0.23 1.8 2.379 0.9983 0.9701 0.8469 
0.56 0.5 1.5572 1.003 1.3516 1.5162 
0.56 0.8 1.7687 1.201 1.823 1.752 
0.56 1 3.2191 0.9952 1.429 1.2251 
0.56 1.8 2.254 0.7451 0.7849 0.7769 
0.78 0.5 1.3729 0.7969 1.1352 1.2587 
0.78 0.8 1.653 0.9641 0.9946 0.9754 
0.78 1 2.974 0.7864 1.226 0.9674 
0.78 1.8 0.8739 0.6642 0.6439 0.6552 
CP Θ0 E1 E2 E3 E4 

   R=.90   
0.23 0.5 2.143 1.3365 1.7886 1.667 
0.23 0.8 3.674 1.953 3.6462 2.7492 
0.23 1 3.9985 2.0121 2.2341 2.3116 
0.23 1.8 1.9768 1.5589 1.9752 2.1355 
0.56 0.5 1.9976 1.3269 1.5648 1.7359 
0.56 0.8 2.5654 0.9984 2.7764 1.0786 
0.56 1 3.2436 1.2131 2.1169 2 
0.56 1.8 1.2547 0.9973 1.1064 0.9476 
0.78 0.5 1.6547 1.2205 1.3248 1.5593 
0.78 0.8 2.114 0.9595 2.1467 0.9859 
0.78 1 2.9983 0.8671 1.9879 0.9073 
0.78 1.8 0.9965 0.8713 1.212 0.7683 
CP Θ0 E1 E2 E3 E4 

   R=.95   
0.23 0.5 2.9754 1.548 1.9853 1.5594 
0.23 0.8 4.662 1.7852 2.6743 2.4858 
0.23 1 5.8865 1.6758 1.8977 1.8993 
0.23 1.8 1.8953 1.4573 1.5647 0.8776 
0.56 0.5 2.7756 0.9946 1.1455 0.6774 
0.56 0.8 4.3985 1.3148 2.1563 2.1286 
0.56 1 5.5539 1.2884 1.7759 1.5482 
0.56 1.8 1.4536 1.3946 1.4349 0.9985 
0.78 0.5 2.1352 1.5461 1.0126 0.8637 
0.78 0.8 3.4487 1.2656 2.0089 1.5432 
0.78 1 4.1896 0.9986 1.4542 1.3982 
0.78 1.8 1.1367 1.2768 0.9953 0.9846 

CP = Censoring Proportion = truncation number/actual sample size 
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