
American Journal of Computational and Applied Mathematics 2013, 3(4): 207-213 
DOI: 10.5923/j.ajcam.20130304.02 

 

New Families of Fourth-Order Derivative-Free Methods 
for Solving Nonlinear Equations with Multiple Roots 

R. Thukral 

Padé Research Centre, 39 Deanswood Hill, Leeds, West Yorkshire, LS17 5JS, England 

 

Abstract  In this paper, two new fourth-order derivative-free methods for finding multiple zeros of nonlinear equations 
are presented. In terms of computational cost the family requires three evaluations of functions per iteration. It is proved that 
the each of the methods has a convergence of order four. In this way  it  is demonstrated that the proposed class of methods 
supports the Kung-Traub hypothesis (1974) on the upper bound 2n  of the order of multipo int methods based on 1n +  
function evaluations. Numerical examples suggest that the new methods are competitive to other fourth-order methods for 
multip le roots. 
Keywords  Modified Newton’s Method, Root-finding, Nonlinear Equations, Multiple Roots, Order of Convergence 

 

1. Introduction 
In recent years, some modifications of Newton’s method 

for mult iple roots have been proposed. Therefore, finding the 
roots of nonlinear equations is very important in numerical 
analysis and has many applications in engineering and other 
applied sciences. In this paper, we consider derivative-free 
methods to find a mult iple root α  of multip licity m, i.e., 

( ) ( ) 0,jf α = 0,1,..., 1j m= −  and ( ) ( ) 0,mf α ≠  of 
a nonlinear equation  

( ) 0.f x =                  (1) 

where :f B ⊂ → 
 is a scalar function on an open 

interval B and it is sufficiently s mooth in a neighbourhood of 
.α  In  recent  years, some modificat ions o f the Newton 

method  fo r mult ip le roo ts  have been  p ropos ed  and 
analys ed[1-3,5-16,18]. However, there are no t  many 
derivative-free methods known to handle the case of multip le 
roots. Hence we present two fourth -order methods for 
finding mult iple zeros of a nonlinear equation and only use 
three evaluations of the function per iterat ion.  In fact, we 
have obtained  the opt imal order o f convergence which 
supports the Kung and Traub conjecture[6]. Kung and Traub 
conjectured that the mult ipoint iteration methods, without 
memory  based on  n  evaluat ions, cou ld  ach ieve opt imal 
convergence order 12 .n−  In addit ion, the new fourth-order 
method has an equivalent efficiency index to the established 
fourth-order methods presented in[9,14,18]. Furthermore,  

 
* Corresponding author: 
rthukral@hotmail.co.uk (R. Thukral) 
Published online at http://journal.sapub.org/ajcam 
Copyright © 2013 Scientific & Academic Publishing. All Rights Reserved 

the new method has a better efficiency index than the 
third-order methods given in[1-3,7,10-13]. In v iew of this 
fact, the new method is simpler when compared with the 
established methods. Consequently, we have found that the 
new derivative-free methods are efficient and robust.  

Contents of the paper are summarized as follows: Some 
basic definit ions relevant to the present work are presented in 
the section 2. In section 3 we describe the fourth-order 
methods that are free from derivatives and prove the 
important fact that the methods obtained preserve their 
convergence order. In section 4 we shall briefly state the 
established methods in order to compare the effect iveness of 
the new methods. Finally, in section 5 we demonstrate the 
performance of each of the methods described.  

If the derivative of the function f is difficult to compute or 
is expensive to obtain, then a derivative-free method is 
required. In this study, the new derivative-free iterative 
methods are based on a classical Steffensen’s method[12,19], 
which actually replaces the derivative in the classical 
Newton’s method with suitable approximations based on 
fin ite difference, 

( )n n nw x f x= + ,               (2) 

( ) ( ) ( )n n
n

n n

f w f x
f x

w x
−

′
−

 
 
 



          (3) 

Therefore, the modified Newton’s method  

( )
( )1 ,n

n n
n

f x
x x m

f x+ = −
′

           (4) 

becomes the modified Steffensen’s method 

( )
( ) ( )

2

1 ,n
n n

n n

f x
x x m

f w f x+

 
 = −
 − 

        (5) 
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In fact, it is well known that the modified Newton’s 
method (4) and the modified Steffensen’s method (5) have a 
convergence order of two[12,19].  

2. Basic Definitions 
In order to establish the order of convergence of the new 

derivative-free methods, we state some of the definitions: 
Definition 1  Let ( )f x  be a real function with a simple 

root α  and let { }nx  be a sequence of real numbers that 
converges towards .α  The order of convergence p is given 
by 

( )
1lim 0n

pn
n

x
x

α
ζ

α
+

→∞

−
= ≠

−
           (6) 

where ζ  is the asymptotic error constant and .p +∈   

Definition 2 Let k ke x α= −  be the error in the k th 
iteration, then the relation  

( )1
1 ,p p

k k ke e eζ +
+ = + Ο             (7) 

is the error equation. If the error equation exists then p is the 
order of convergence of the iterative method. 

Definition 3 Let r be the number of function evaluations 
of the new method. The efficiency of the new method is 
measured by the concept of efficiency index[4] and defined 
as 

 r p                      (8) 
where p is the order of the method. 

Definition 4 Suppose that 1,n nx x−  and 1nx +  are three 
successive iterations closer to the root α  of (1). Then the 
computational order of convergence[17] may be 
approximated by  

( )( )

( )( )

1
1

1
1

ln
COC

ln

n n

n n

x x

x x

α α

α α

−
+

−
−

− −
≈

− −
, .n∈     (9) 

3. Development of the Methods and 
Analysis of Convergence 

In this section we define two new fourth-order 
derivative-free methods. In fact, the new methods are based 
on the second-order Steffensen’s method and are improved 
by introducing a weight-function in the second step of the 
iteration. 

3.1. The Method M1 

The first new fourth-order derivative-free method for 
finding multip le root of a nonlinear equation is based on the 
recently introduced method given in[15] and is expressed as 

( )n n nw x f x= + ,               (10) 

( )
( ) ( )

2

,n
n n

n n

f x
y x m

f w f x

 
 = −
 − 

          (11) 

( )
( )

( ) ( )

2

1
1

1 2
n

nn
n n

abcmbc
a bc

f x
x y

f w f x+

  +  −   + −  
=

−
(12) 

where 
( )
( )

,n

n

f y
b

f x
=  

( )
( )

1

1 ,
m

n
m

n

f x
c

f y

−

−=  n∈ , ,a∈

0x  is the initial point and provided that the denominator of 
(11) and (12) are not equal to zero. In order to examine the 
convergence property of the new method (12), we prove the 
following theorem.  
Theorem 1   

Let α ∈  be a mult iple root of mult iplicity m of a  
sufficiently d ifferentiable function :f B →   for an 

open interval B . If the in itial point 0x  is sufficiently  close to 
,α  then the convergence order of iterative method defined 

by (7) is four. 
Proof  

Let α  be a mult iple root of mult iplicity m of a 
sufficiently s mooth function ( )f x , ,e x α= −  

ê w α= −  and e y α= −

. 

Using the Taylor expansion of ( )f x  and ( )f w  

about α , we have 
( ) ( ) 2

1 2( ) 1
!

m
m

n n n n

f
f x e c e c e

m
α 

 = + + +    
 


,   (13) 

( ) ( ) 2
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!

m
m

n n n n

f
f w e c e c e

m
α 

 = + + +    
 



.  (14) 

where n∈  and  
( ) ( )

( ) ( ) ( )
!

.
!

m k

k m

m f
c

m k f
α
α

+

=
+

            (15) 

Moreover by (11), we have 

( )
( )

( ) 2
1 22 31

2

1 2
   

n
n n

n

n n

f x
y e m

f x
m c mcc e e

m m

= −
′

+ −
= − +

     (16) 

The expansion of ( )nf y  about α  is given as 

( ) ( ) 2
1 2( ) 1 .

!

m
m

n n n n

f
f y e c e c e

m
α 

 = + + +    
 

  

  (17) 

Simplifying (17), we get 
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Furthermore, we have  
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Since from (12) we have 

( )
( )

( ) ( )

2
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1

1 2
n

nn
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f xabce e mbc
a bc f w f x+

  
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Substituting appropriate expressions in (20) and after 
simplification we obtain the erro r equation 

( )2 2 2
1 1 1 2 2 4

1 3

2
n n

c c ac mc m c
e e

m+

 + + +
 = +
  

. (21) 

The error equation (21) establishes the fourth-order 
convergence of the new derivative-free method defined by 
(12).  

3.2. The Method M2 

In this sub-section we define another fourth-order 
derivative-free method based on[14]. In this case we use a 
concept recently introduced in[14] and apply the 
derivative-free element in the second step. The new 
fourth-order method for finding mult iple roots of a nonlinear 
equation is expressed as 

( )n n nw x f x= + ,             (22) 
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 n∈ , ,a∈ 0x  is the 

initial point and provided that the denominator of (23) and 
(24) are not equal to zero. 
Theorem 2  

Let α ∈  be a mult iple root of mult iplicity m of a  
sufficiently d ifferentiable function :f B →   for an 

open interval B . If the in itial point 0x  is sufficiently  close to 
,α  then the convergence order of iterative method defined 

by (24) is four. 
Proof 

Substituting appropriate expressions in (24) and after 
simplification we obtain the erro r equation 

( )3
1 4

1 3

1 4
2n n

c m a
e e

m+

 + +
= + 
  

 .      (25) 

The error equation (25) establishes the fourth-order 
convergence of the new method defined by (24).  

4. The Established Methods 
For the purpose of comparison, we consider three 

fourth-order methods presented recently in[9,11,18]. Since 
these methods are well established, we state the essential 
expressions used in order to calculate the approximate 
solution of the given nonlinear equations and thus compare 
the effectiveness of the new fourth-order method for multip le 
roots.  

4.1. The Wu el at. Method 

In[18], Wu et al. developed a fourth-order method for 
finding mult iple roots of nonlinear equations, since this 
method is well-established we state the essential expressions 
used in the method, 

( )
( )

,n
n n

n

f x
y x m

f x
= −

′
            (26) 

( )
( )1

n
n n

n

f y
x y m

f y+

 
= −   ′ 

.         (27) 

provided that the denominator of (26) and (27) are not equal 
to zero. 

4.2. The Sharma et al. Method 

In[9], Sharma et al. developed a fourth-order of 
convergence method, as before we state the essential 
expressions used in the method, 
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n∈ , 0x  is the in itial value and provided that the 
denominators of (28) and (29) are not equal to zero.   
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4.3. The Shengguo et al. Method  

In[11], Shengguo et al. developed a fourth-order of 
convergence method, the particular expressions of the 
method is given as, 

( )
( )

2 ,
2

n
n n

n

f xmy x
m f x

  = −    ′+  
        (30) 
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(31) 

where 

( )1 2 ,
2
ms m = − 

 
2 ,

2

mms
m

−
 =  + 

 

2

3 ,
2
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 

=  
 

n∈ , 0x  is the initial point and 

provided that the denominators of (30) and (31) are not equal 
to zero. 

5. Application of the New Fourth-order 
Derivative-free Iterative Methods 

The present fourth-order derivative-free methods are 
given by (12) and (24) are employed to solve nonlinear 
equations and compare with the modified  Steffensen’s 
method, the Wu et al., the Sharma et al. and the Shengguo et 
al. methods (5), (27), (29) and (31), respectively. To 
demonstrate the performance of the new fourth-order 
methods, we use ten particular nonlinear equations. We shall 
determine the consistency and stability of results by 
examining the convergence of the new iterat ive methods. 
The findings are generalised by illustrating the effectiveness 
of the fourth-order derivative-free methods for determining 
the mult iple roots of a nonlinear equation. Consequently, we 
give estimates of the approximate solutions produced by the 
fourth-order derivative-free methods and list the errors 
obtained by each of the methods. The numerical 
computations listed in the tables were performed on an 
algebraic system called Maple. In fact, the errors displayed 
are of absolute value and insignificant approximat ions by the 
various methods have been omitted in the following tables. 

Table 1.  Test functions and their roots 

Functions m Roots Initial Point 

( ) ( )5 3
1 1

m
f x x x x= − + +  77m =  1α = −  0 1.1x = −  

( ) ( ) ( )( )2 2
2 sin 3cos 5

m
xf x xe x x= − + +  9m =  1.207647...α = −  0 1.21x = −  

( ) ( )( )10
3 1 1

m
f x x= − −  6m =  0α =  0 0.0001x =  

( ) ( )( )4 exp 20
m

f x x x= + −  3m =  2.842438...α =  0 2.84x =  

( ) ( )( )5 cos
m

f x x x= +  9m =  0.739085...α = −  0 0.9x = −  

( ) ( )( )3 2
6 sin 1

m
f x x x= − +  10m =  3.162276...α =  0 3.2x =  

( ) ( )2 2 8
7 10

m
x xf x e e x−= − − +  30m =  1.239417...α =  0 1.23x =  

( ) ( )5 4 3 2
8 6 5 4 3 2 1

m
f x x x x x x= + − + − +  25m =  1.57248...α = −  0 1.57x = −  

( ) ( )( )9 tan 1
mxf x x e= − −  11m =  1.371045...α =  0 1.37x =  

( ) ( )( )2
10 ln 3 5 2 7

m
f x x x x= + + − +  50m =  5.469012...α =  0 5.8x =  

The new fourth-order derivative-free method requires three function evaluations and has the order of convergence four. To 
determine the efficiency index of the new method, we shall use the definition 3. Hence, the efficiency index of the 

fourth-order method given is  which is identical to other established methods, given in section 4. The test 

functions and their exact root  are displayed in table 1. The d ifference between the root  and the approximation  

3 4 1.587,≈
α α ,nx
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for test functions with in itial point , are displayed in Tab le 2 and 4. In fact,  is calcu lated by using the same total 
number of function evaluations (TNFE) for all methods. In the calculations, 12 TNFE are used by each method. Furthermore, 
the computational order of convergence (COC) is displayed in Table 3 and 5. 

Table 2.  Comparison of new iterative methods (12) 

if  (5) 0a =  1a =  2a =  (27) 

1f  0.156e-5 0.103e-49 0.275e-37 0.309e-33 0.129e-43 

2f  0.161e-19 0.105e-176 0.490e-150 0.550e-144 0.786e-157 

3f  0.374e-27 0.925e-223 0.149e-206 0.493e-201 0.144e-214 

4f  0.545e-20 0.106e-70 0.358e-71 0.121e-71 0.189e-187 

5f  0.589e-11 0.342e-86 0.303e-81 0.354e-78 0.283e-94 

6f  0.201e-16 0.513e-123 0.253e-127 0.507e-136 0.700e-139 

7f  0.405e-13 0.405e-113 0.580e-86 0.328e-90 0.439e-104 

8f  0.292e-18 0.354e-150 0.695e-137 0.117e-131 0.105e-145 

9f  0.299e-18 0.352e-162 0.103e-135 0.133e-129 0.134e-142 

10f  0.119e-17 0.379e-137 0.224e-135 0.669e-134 0.432e-157 

Table 3.  COC of various iterative methods (12) 

if  (5) 0a =  1a =  2a =  (27) 

1f  1.9879 4.0000 4.0000 4.0000 3.9999 

2f  2.0000 4.0000 4.0000 4.0000 3.9999 

3f  2.0000 4.0000 4.0000 4.0000 5.3496 

4f  1.7505 3.9581 3.9581 3.9581 4.0000 

5f  1.9993 4.0000 4.0000 4.0000 4.0000 

6f  2.0001 4.0000 4.0000 4.0000 4.0000 

7f  1.9999 4.0000 4.0000 4.0000 4.0000 

8f  2.0000 4.0000 4.0000 4.0000 4.0000 

9f  2.0000 4.0000 4.0000 4.0000 4.0000 

10f  2.0000 4.0000 4.0000 4.0000 4.0000 

Table 4.  Comparison of new iterative methods (24) 

if  0a =  1a =  2a =  (29) (31) 

1f  0.103e-49 0.275e-37 0.309e-33 0.162e-37 0.221e-39 

2f  0.105e-176 0.490e-150 0.550e-144 0.437e-156 0.228e-156 

3f  0.133e-104 0.961e-101 0.198e-99 0.151e-209 0.700e-210 

4f  0.433e-37 0.252e-37 0.147e-37 0.207e-185 0.117e-186 

5f  0.342e-86 0.303e-81 0.354e-78 0.144e-75 0.132e-75 

6f  0.564e-54 0.654e-58 0.603e-66 0.121e-112 0.125e-112 

7f  0.461e-49 0.455e-45 0.950e-44 0.138e-97 0.133e-97 

8f  0.178e-35 0.323e-34 0.101e-33 0.503e-136 0.483e-136 

9f  0.795e-36 0.260e-33 0.984e-33 0.601e-141 0.397e-141 

10f  0.379e-137 0.224e-135 0.669e-134 0.422e-115 0.422e-115 

0x nx
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Table 5.  COC of various iterative methods (24) 

if  0a =  1a =  2a =  (29) (31) 

1f  4.0000 3.9993 3.9985 3.9993 3.9995 

2f  4.0000 3.9999 4.0000 4.0001 3.9999 

3f  4.0000 3.9999 3.9999 4.0000 4.0000 

4f  1.4284 1.4278 1.4272 4.0000 4.0000 

5f  4.0000 4.0000 4.0000 4.0001 4.0000 

6f  3.0000 3.0000 5.9989 4.0001 4.0000 

7f  4.0000 3.9998 3.9997 4.0001 4.0000 

8f  1.4043 1.4249 1.4336 4.0000 4.0000 

9f  1.3238 1.3573 1.3660 3.9999 4.0000 

10f  4.0000 4.0000 4.0000 4.0000 4.0000 

 
6. Remarks and Conclusions 

In this paper, we have introduced two new families of 
fourth-order derivative-free methods for solving nonlinear 
equations with multiple roots. Convergence analysis proves 
that the new derivative-free methods preserve the order of 
convergence. By simply introducing new parameters in the 
new methods we have achieved fourth-order convergence. 
The prime motive for presenting these new derivative-free 
methods was to establish a different approach to obtain 
fourth-order convergence method.  We have examined the 
effectiveness of the new derivative-free methods by showing 
the accuracy of the mult iple roots of several nonlinear 
equations.  After an extensive experimentation, it can be 
concluded that the convergence of the tested multipoint 
methods of the fourth-order is remarkably fast. Furthermore, 
in most of the test examples, empirically we have found that 
the best results of the new methods are obtained when 

0,a =  and the new method given by (12) is producing 
better approximation than the other similar methods.  

There are two major advantages of these new 
derivative-free methods.  Firstly, we do not have to evaluate 
the derivative of the functions; therefore they are especially 
efficient where the computational cost of the derivative is 
expensive, and secondly we have established a new h igher 
order of convergence method which is simple to construct. 
We have examined the effectiveness of the new 
derivative-free methods by showing the accuracy of the 
multip le root of a nonlinear equation.  The main  purpose of 
demonstrating the new higher o rder derivative-free methods 
for many different  types of nonlinear equations was purely to 
illustrate the accuracy of the approximate solution, the 
stability of the convergence, the consistency of the results 
and to determine the efficiency of the new derivative-free 
methods. Finally, we conjecture that these new methods can 
be improved to obtain higher order methods. 
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