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Abstract  Brain Computer Interfacing (BCI) systems, which are a new communicating channel between humans and the 
computers are growing rapidly. One such a method is based on the Steady State Visual Evoked Potentials (SSVEP), which 
can be recorded during visual stimulating of the subject by a twinkling light source with a fixed frequency. An important 
parameter to be considered is the effect of the inter-sources distance on the accuracy of such BCI systems. In particular 
inter-sources (LEDs) distances of 4, 14, 24, 44 and 64 cm when the sources plane is located 60 cm away from the subject's 
eyes (producing inter-sources visual angles of 3.8°, 13.4°, 22.6°, 40.2° and 56° respectively) were examined. In addition, 
four different sweep lengths of 0.5, 1, 2 and 3 seconds are considered. In addition, due to the usage of the AR models for 
feature extraction from the SSVEP signals, selection of the best AR model together with the best classifier among the LDA, 
the SVM and the Naïve Bayes are studied. It is showed that the BCI system with D=44 cm, AR order of 13 and either the 
LDA or the SVM classifiers could produce the best results compared to the other cases. 

Keywords  Brain Computer interface (BCI), Steady State Visual Evoked Potential (SSVEP), Inter-sources distance, 
Auto regressive model, Information Transfer Rate (ITR) 

1. Introduction 
Using the EEG signal as a communication channel was 

first proposed by Hans Berger in 1929[1]. The first Brain 
Computer Interfacing (BCI) system was however designed 
in Dr. Vidal’s laboratory in 1973[2]. Various BCI systems 
were then developed and used with different levels of suc-
cess.  

One such a method is developed based on the visual 
evoked potentials (VEPs)[3]. Based on the kind of the visual 
stimulation used, these signals can be divided into three main 
modes of Pattern Reversal (PR), Pattern Onset/Offset (PO) 
and Flash (F)[3]. Pattern Reversal Visual Evoked Potentials 
(PRVEPs) is generated when an external light source with a 
constant twinkling frequency provoke the visual system[4]. 
When the twinkling frequency is below 6 Hz, the resulting 
potentials are known as Transient VEPs (TVEPs) otherwise 
they are called Steady State VEPs (SSVEPs)[5-6]. Previous 
studies have shown that these signals can be effectively 
recorded at the occipital lobe of the brain having the same 
fundamental frequency of the twinkling light source together 
with its 2’nd and occasionally 3’rd harmonics[6-8]. By pro-
viding multiple light sources with different twinkling 
frequencies to the subject, it will be possible to produce a 
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multi-channel BCI system by determining the fundamental 
and the harmonic frequencies of the recorded SSVEP.  

For this purpose, increasing the number of channels (the 
number of the twinkling light sources) the more effective 
will be the resulting BCI system in the price of more com-
plicated processing algorithm[9]. This is because; all of the 
light sources that are provided for the subject are simulta-
neously located in his/her field of view with one being in the 
centre of his/her attention. Therefore, the resulting SSVEP 
signal will include all twinkling frequencies making it dif-
ficult to identify the one in the centre of his/her attention. Of 
course, the closer the light sources to each other the more 
difficult the processing would be.  

Shen et al. designed a BCI system, which could controls 
the different movements of a manipulator using SSVEPs[5]. 
Lalor et al. designed a 3D game, which controls direction of 
an avatar on a tightrope concerning SSVEPs generated from 
two lights sources[6]. Middendorf et al. used SSVEPs to 
manipulate a mechanical device[10]. Lee et al. designed an 
interface, which could manage the movements of a cursor in 
a computer using FVEPs with six light sources[11]. Reddy et 
al. estimated driver’s attention using POVEPs[12]. Sandra 
Fuchs et al. investigated the effect of the distance on the 
SSVEP when some coloured pictures were slowly moving 
toward or away of some other fixed images. They showed 
that for closer distances the generated SSVEP signal show 
smaller amplitude in the time domain[13]. 

Considering the different aspects of the SSVEP based BCI 
systems, none of the previous studies has considered the 
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effect of the inter-sources distances (D) on the accuracy of 
the resulting BCI system. In addition to the accuracy, another 
important parameter, which explains both speed and accu-
racy of such BCI system, is Information Transfer Rate (ITR), 
which is defined as follows: 

2 2 2
1log log (1 ) log ( )

1
pB N p p p

N
−

= + + −
−

    (1) 

where N is the number of BCI output classes, p is the 
accuracy of the classifier and B represents available infor-
mation in each Trial as measured by bits/Trial. By inserting 
the time length of the trial, the ITR can be measured in 
bits/min[14]. 

This paper has concentrated on the above-mentioned 
problem. As with most of the previous works, we have 
chosen two fixed frequencies for twinkling light sources. 
The frequencies used in the previously reported works were 
varying from 6 to 35 Hz[6,9,10]. In a previously reported 
study[15] by the authors of the current article, considering 
various frequency pairs for the twinkling light sources, it was 
showed that the frequency pair of 15 Hz and 20 Hz outper-
forms other selected frequency pairs in terms of the higher 
ratio of sensitivity to specificity. For signal classification, 
Auto regressive (AR) models with different orders are de-
veloped for the signals in the dataset and the resulting AR 
coefficients are used as signal features for classification by 
means of three different classifiers, which are presented in 
section 2. Although AR model has been widely used in 
movement-imagery-based BCI systems and in men-
tal-task-based BCI systems[16], however, none of the pre-
vious works has used AR model for SSVEP based BCI sys-
tems. Section 3 presents the classification results for differ-
ent AR model orders and different inter-sources distances 
while comparing various classifiers and ITRs. Section 4 
describes a discussion on the effect of the inter-sources dis-
tances on the accuracy of the BCI system. Finally, section 5 
concludes the paper. 

2. Materials and Methods 
2.1. Experimental Setup 

Figure 1 demonstrates the experimental setup used in this 
study. 

As shown in Figure 1, like some of the previously reported 
works[9,11,17], only channel Oz of the international EEG 
10-20 system is employed for EEG recording with the ref-
erence electrode located on the Fz and the ground electrode 
is placed on the right ear lobe. Using only one channel EEG 
is desirable due to its shorter processing time. The electrodes 
impedance is measured to make sure that they are less than 
5kΩ[18]. The AD-instrument with a sampling frequency of 
1000 Hz is used for data acquisition. 

The experiments were carried out in a noise free room 
with closed curtains while the monitor and the surrounding 
light sources were turned off to avoid interference from outer 
light sources. The two twinkling light sources were com-

posed of two white Light Emitting Diodes (LEDs) with 
twinkling frequencies of 15 Hz and 20 Hz. For a higher 
accuracy, the on/off periods of each LED is generated by a 
microcontroller with 50% duty cycles[19].  

 
Figure 1.  Electrode positioning and the twinkling light sources used in 
this study. The monitor and the surrounding light sources are turned off 
during data recording periods 

Five different horizontal distances (D) of 4, 14, 24, 44 and 
64 cm were examined between the two sources, as the plane 
of the sources were located 60 cm away from the subject as 
shown in Figure 2. Therefore, the inter-sources distances of 
D=4, 14, 24, 44 and 64 cm are equivalent to a horizontal 
angle of 3.8°, 13.4°, 22.6°, 40.2° and 56° respectively. Con-
sidering a constant distance of 60 cm between the subject and 
the light sources plane during all experiments, for simplicity 
from now on the inter-sources distances are only represented 
by their distance in centimetre instead of the angles between 
them in degree. Wider inter-sources distances than 64 cm are 
not applicable since one of the sources falls out of the visual 
field when looking at the other one. These stepwise distances 
were selected arbitrary to cover the complete field of view 
from D=4 cm to D=64 cm. As the results show (see Fig 6), 
selection of other steps for inter-sources distances would 
provide comparable results. 

 
Figure 2.  Different inter-sources distances considered in this study 

A luminance meter was located in place of the subject's 
eye for a more accurate measurement of the experimental 
parameters. The background luminance of the experiment 
was around 40 to 140 cd/m2 for various subjects and at dif-
ferent times while the source luminance was around 11000 to 
13000 cd/m2. Therefore, the modulation depth[20] varied 
between 97.5 to 99.2% at different inter-sources distances, 
which can be assumed almost constant in all cases. 

2.2. Data Acquisition and Analysis 

SSVEP signals were recorded for eight subjects (males, 
age between 25±2 years) all with normal eyesight in the 
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Biomedical Engineering Laboratory of the University of 
Tehran. Each subject was asked to look at the light sources 
for a period of 60 seconds, one at a time, while the other 
source was also active at the predefined distances from the 
main light source. In the meantime, the SSVEP signals were 
recorded. This procedure was repeated twice for each light 
source producing 2 minutes of SSVEP signal for each of the 
light sources and 4 minutes of data for the two light sources 
for each subject and each inter-sources distance. This pro-
cedure was repeated for all five inter-sources distances of 4, 
14, 24, 44 and 64 cm.  

As a first stage, a Band pass filter of 5-45 Hz was applied 
to all signals in the dataset. Next, due to real-time applica-
tions of BCI systems, each of the 4 minutes long recorded 
SSVEP signals for each source and for each inter-sources 
distance is divided into short non-overlapping segments each 
of durations of 0.5, 1, 2 and 3 seconds sweeps producing 480 
segments each of length of 0.5 seconds, 240 segments each 
of length of 1 seconds, 120 segments each of length of 2 
seconds, and 80 segments each of length of 3 seconds. Our 
studies showed that for SSVEP sweeps less than 0.5-second 
length, the accuracy of the classifiers were reduced signifi-
cantly, therefore, the shortest segment length were limited to 
0.5 second.  

For a more accurate study on this subject, the outlier 
segments (the segments with Signal to Noise Ratios (SNR) 
less than 1) are determined and excluded from the data set. 
The SNR of the signal is defined as follows[21]: 

(  )
(   )

 (  )
 (   )

+
=

+

Power Fundamental Frequency
Power the Second HarmonicSNR

Average Power Fundamental Frequency
Average Power the Second Harmonic

    (2) 

where the sum of the powers of the fundamental frequency 
and its second harmonic is divided by the average power. 
The average power is calculated by summing the power of 
the signal in a window of width of three times of the fre-
quency resolution of the signal around both the fundamental 
frequency and its second harmonic. The frequency resolution 
of each signal is defined as the inverse of the sweep duration.  

For each of the remaining segments a temporal domain 
feature vector is defined and used in the next step as follows. 
First, forward-backward Autoregressive (AR) model (see 

Equation (3))[22] of orders from 1 to 15 is developed and the 
resulting coefficients are used as signal features. Due to the 
limited number of signal segments used for training of the 
AR models, the upper limit of the models are bounded to a 
maximum value of 15 in this study. 

1 2( ) ( 1) ( 2) ... ( )m tX t a X t a X t a X t m E= − + − + + − +    (3) 

In Eq. (3) ia s are the AR coefficients, m  is the model 
order and tE  is an additive white noise with a zero mean 
and finite variance[22]. 

Therefore, for each sweep of length 0.5 seconds the total 
data matrix will be of dimension 480×1 to 480×15, (480 
observations and 1 to 15 AR features). For other sweeps, this 
will be of sizes 240×1 to 240×15, 120×1 to 120×15 and 80×1 
to 80×15. 

As the next step, the three different classification tech-
niques of the Linear Discriminant Analysis (LDA), the 
Support Vector Machine (SVM) and the Naïve Bayes are 
considered to classify each segment as if the first or the 
second light source is in the centre of attention of the subject. 
For training of all classifiers in classification step, the data 
set is shuffled and divided into the training and test sets of 
sizes of 80% and 20%, respectively. The process is repeated 
50 times and the accuracy results were averaged for each 
subject separately over the test sets. 

In addition, the ITR for the above mentioned three classi-
fiers for all sweeps of 0.5, 1, 2, and 3 seconds is calculated 
and compared. 

3. Results 
In this section, the results of the application of the pro-

posed method to the signals in the dataset are presented. First, 
the average SNR of the segments are calculated using equa-
tion (2) over all of the eight subjects and over all available 
segments. The results are shown in tables 1 and 2 for sources 
of frequencies of 15 Hz and 20 Hz respectively. Due to the 
large value of SNR in all cases, it is not necessary to apply 
any pre-processing method to the dataset. It worth to note 
that the SNR values for the sources with twinkling frequency 
of 15 Hz are almost always greater than of those for 20 Hz.

Table 1.  Mean SNR values over all available segments while subjects are looking at 15 Hz twinkling light source 

Mean D=4 cm D=14 cm D=24 cm D=44 cm D=64 cm 
sweep =0.5 s 2.4670 1.9972 2.3532 2.5330 2.4971 
sweep = 1 s 2.3372 2.3480 2.5340 2.9800 2.5145 
sweep = 2 s 3.0750 2.9976 3.4417 3.6524 3.3074 
sweep = 3 s 5.1152 4.8138 5.2958 5.2501 5.2149 

Table 2.  Mean SNR values over all available segments while subjects are looking at 20 Hz twinkling light source 

Mean D=4 cm D=14 cm D=24 cm D=44 cm D=64 cm 

sweep =0.5 s 1.9687 1.9543 2.0830 2.1006 2.0955 

sweep = 1 s 1.8139 1.8351 1.8899 1.9900 1.9377 

sweep = 2 s 2.9273 3.2996 4.1635 3.7171 4.0944 

sweep = 3 s 2.8383 3.0929 3.2458 3.1779 2.7383 
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To evaluate the performance of the LDA, the SVM and the 
Naïve Bayes classifiers, the mean and standard deviation 
(STD) values for the accuracy of the data in the test sets over 
the AR model orders and for 5 different inter-sources dis-
tances are computed and shown in Figures 3, 4 and 5, re-
spectively. 

For each case, the statistical test is carried out by Student's 
t distribution[23] with significance level of 0.1% (α=0.001) 
and 18 degree of freedom to compare the performance of 
adjacent inter-sources distances. These were carried out in 
the MATLAB environment. The degree of freedom is cal-
culated considering the number of 10 runs for each in-
ter-sources distance (18=10+10-2). 

As it can be seen in Figure 3, although for all cases the 
performance of the LDA classifier is reduced by decreasing 
the inter-sources distances from D=64 to D=4 cm (with a 
p-value of p<0.001), however its performance for D=24, 44 
and 64 cm are almost similar for 0.5s and 3s sweeps 
(0.05<p<0.5), while for 1s and 2s sweeps, D=64 cm is almost 
always better than the other cases (p<0.001). 

It should be noted that by increasing the sweep lengths, the 
Mean accuracies of the LDA classifier generally increases 
over all subjects. It can be concluded that the best AR orders 
for all sweeps and for all distances is 12-14. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 3.  Mean and STD values for sweeps of length (a) 0.5s (b) 1s (c) 2s 
(d) 3s over all subjects for different AR orders and various inter-sources 
distances (D) with the LDA classifier 

As shown in Figure 4, for all sweeps the performance of 
the classifier for D=24, 44 and 64 cm are almost similar 
(0.05<p<0.5) and its performance for D=4 cm is the worst 
(p<0.001). With the SVM classifier, the best AR models are 
from 12 to 14 and as the LDA case, by increasing the sweep 
lengths the mean accuracy over the subjects also increases. 
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(b) 

 
(c) 

 
(d) 

Figure 4.  Mean and STD values for sweeps of length (a) 0.5s (b) 1s (c) 2s 
(d) 3s over all subjects for different AR orders and various inter-sources 
distances (D) with the SVM classifier 

As it can be seen in Figure 5, by inter-sources distance 
decrements, the performance of the Naïve Bayes classifier 
decreases (p<0.001), however the performance of the clas-
sifier for D=64 cm and D=44 cm are almost similar 
(0.05<p<0.5). The best AR orders are 9, 12-14.  

 
(a) 
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(c) 

 
(d) 

Figure 5.  Mean and STD values for sweeps of length (a) 0.5s (b) 1s (c) 2s 
(d) 3s over all subjects for different AR orders and various inter-sources 
distances (D) with the Naïve Bayes classifier 
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As it was previously stated, the best AR orders of the LDA, 
the SVM and the Naïve Bayes classifiers within all sweeps 
and distances were 12-14. In order to compare different 
classifiers, the AR model of order 13 was chosen due to its 
generally better performance. Figure 6 illustrates the accu-
racies of all three classifiers for the AR order of 13 over 
different inter-sources distances. As it can be seen, the per-
formance of the Naïve Bayes classifier is worse than others, 
while the performance of the LDA and the SVM are similar 
for all sweeps. Generally, as inter-sources distances increase, 
accuracy of all three classifiers also increases, however the 
performance of all classifiers for D=64 cm are less than those 
for D=44 cm, occasionally. As it was mentioned before, by 
increasing the length of the sweeps, the performance of all 
classifiers also increases over all inter-sources distances. 

 
Inter-sources distance (D) 

(a) 

 
Inter-sources distance (D) 

(b) 

 
Inter-sources distance (D) 

(c) 

 
Inter-sources distance (D) 

(d) 
Figure 6.  Accuracy of the classifiers over inter-sources distances (D) for 
(a) 0.5s (b) 1s (c) 2s (d) 3s of 13’Th AR order 

Figure 7 illustrate ITRs of three classifiers for all sweeps 
over different inter-sources distances (D) for 13th AR order. 
It should be noted that all ITR values are calculated using 
equation 1 for N (the number of classes) equals to two cor-
responding to 2 external light sources. As it can be seen for 
all three classifiers, the ITR for sweep length of 0.5s is al-
ways better than other cases. ITRs of the LDA and the SVM 
classifiers are close to each other, while they outperform the 
Naïve Bayes classifier. In addition, the turning point of in-
ter-sources distances is D=44 cm. 
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Inter-sources distance 

(c) 
Figure 7.  Information Transfer Rates (ITRs) in (a) the LDA (b) the SVM 
(c) the Naïve Bayes classifier for all sweeps 

4. Discussion 
In this research, we have concentrated on the effect of 

inter-sources distances (D) on the accuracy of the SSVEP 
-based BCI systems. In particular the inter-sources distances 
of D=4, 14, 24, 44 and 64 cm were studied. In addition, due 
to the usage of AR models for feature definition for the 
SSVEP signals, selection of best AR model was also con-
sidered in this study. More over three different classifiers of 
the LDA, the SVM and the Naïve Bayes were examined. 

According to the results shown in figures 3 to 5, in all 
classifiers, the mean accuracy over the subjects increases by 
the increment of the sweep lengths. A reason for this could 
be the more accurate AR model parameters estimated from 
longer signals. In addition, the overall performances of the 
classifiers are also improved by increasing the AR model 
orders. This is more obvious for the AR orders up to 13 and 
14 and especially using the shorter sweep lengths. Moreover, 
it can be seen that the AR models of order 13 could better 
models the SSVEP signal producing the highest accuracy in 
general. According to figures 3 to 5, it can be concluded that 
by increasing the inter-sources distances from D=4 cm to 
D=64 cm, the accuracy of the BCI system is generally in-
creasing. That is due to less interference of each flickering 
LED with the other one in higher inter-sources distances.  

According to Fig 6 which displays the accuracy of the AR 
model with order 13 exclusively, it worth to note that the 
inter-sources distance of D=44 cm is the turning point of the 
accuracy curves in general. This is because D=64 cm is more 
distant to the eyes than D=44 cm which could probably affect 
the luminance entering the visual field. For practical appli-
cations, using the inter-sources distance of D=24 cm is more 
desirable due to the shorter inter-sources distance despite of 
its lower accuracy. This is because using shorter in-
ter-sources distance could help to reduce the overall system 
size in such BCI applications as the electronic telephone 
where 12 light sources are used. Moreover, the performance 
of the LDA and the SVM classifiers, which are almost 
similar, outperform the Naïve Bayes one.  

Figure 7 shows the ITRs for five inter-sources distances of 
D=4, 14, 24, 44 and 64 cm, four sweeps of 0.5, 1, 2 and 3 
seconds, three different classifiers of the LDA, the SVM and 
the Naïve Bayes for the best AR order of 13. As it can be 
seen, for all classifiers the 0.5s sweep has higher ITR values 
with the Naïve-Bayes classifier showing the worst per-
formance. 

It must be mentioned that no similar study has been done 
on the effect of the inter-sources distances on the perform-
ance of the SSVEP based BCI systems in the past. To the 
knowledge of the authors, the only comment regarding the 
effect of the inter-sources distance is given in [13] where it 
was qualitatively concluded that for closer distances the 
general SSVEP signal shows smaller amplitude in the time 
domain.  

5. Conclusions 
In this paper, the effect of the inter-sources distances on 

the accuracy of the SSVEP-based BCI systems was inves-
tigated. It was showed that an inter-sources distance of D=44 
cm (equivalent to the visual angle of 40.2°) could produce 
the highest accuracy among the other inter-sources distances 
that were studied. For a more practical BCI system, however, 
the inter-sources distance of D=24 cm (equivalent to the 
visual angle of 22.6°) is proposed due to a relatively shorter 
inter-sources distance with an acceptable accuracy rate. 

Using the AR coefficients as signal features and either the 
LDA or the SVM classifiers, it was also showed that an AR 
model of 13 outperforms other possible AR model orders 
that were studied. 

Finally, it was showed that a signal length of 0.5 second 
could provide a more practical online information transfer 
rate. 
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