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Abstract  Several approaches have been used in defining the semantic features of images. This paper considers the most 
efficient approach by comparing the high points of kmean algorithm and fuzzy k mean algorithms. We observe that both 
approaches are efficient however based on the experimental set up, result shows that hidden features of images such as color 
texture and shape are more captured using fuzzy based k mean approach. The paper concludes by recommending larger 
experimental setup for further testing. 
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1. Introduction 
Clustering techniques have been used in several areas of 

research essentially when the data set seems to be enormous 
and not truly structured. Clustering models are increasingly 
used in finding appropriate method for solving complex 
problems when classification is required for data items 
acquired in an unsupervised manner. A general approach in 
clustering involves the classification of data set into groups. 
The data in the same subclass or group will have peculiar 
characteristic features that unite them and also distinguishes 
them from data items in other subclasses. Clustering has a 
wide area of application which cut across science, social 
sciences, management sciences, medical sciences amongst 
others [1], [2]. 

In this paper, the interest is in image processing vis as vis 
classification technique for effective retrieval. We basically 
consider the best methods for achieving image clustering 
using a K- and Fuzzy K- means approaches. Image clustering 
has made segmegation more effective and the resulting 
applications include the ability to segment a still or moving 
image including movie. The principal approach in clustering 
is the unsupervisory method by which user can select data 
points without a guide. The technique has widely been 
accepted as a time saving method thus, its huge acceptability.  
We present an approach suitable for the combined use of the  
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K means for image clustering. We first highlight the features 
of each approach and then justify the need for a combination 
by providing a usable algorithm.  

2. Image Feature 
The data points of an image are used in the classification 

of the image. This is due to the semantic features of the 
images. The semantic analysis of images is attracting many 
researchers in the area of image retrieval [3] though many 
advances have been made especially in the area of color but 
little has been achieved in the other areas such as shape and 
texture [4], [5]. To effectively develop an image retrieval 
approach, methods for extracting some knowledge for such 
images must also be considered. As in image mining that is 
being used in computer vision, image processing, artificial 
intelligence amongst others, it’s important to present 
algorithms that are being implemented by rules. This rule 
base system will have the capabilities of identifying low 
level and high level features of an image. This identification 
is suitable for points clustering.  

3. K-Means 
K-means was introduced by James MacQueen in 1967 [6]. 

It is observed that a lot of work has been done in this field. In 
the time frame of 1967 to 1998, all the research work was 
related to the introduction of K-means in clustering area. 
After this, all the modifications and improvements were 
started on K-means clustering. Newton and Mitra [7] used 
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fuzzy clustering along with a neural network thus making a 
hybrid architecture known as the Adaptive Fuzzy Leader 
Clustering (AFLC). In the control structure of the neural 
network the Fuzzy K-Means learning algorithm is embedded. 
The empirical results revealed that the hybrid architecture is 
capable of arbitrary data patterns. Hui Xiong, Junjie Wu and 
Jian Chen [8] studied K-Means in data – distribution 
perspective. They described many validation measures such 
as CV, purity, entropy and F-measure. They came to know 
that K-Means produces clusters of uniform size. The true 
cluster sizes might be slightly different even. Dehariya, 
Shailendra and Jain [9] presented experimental results of 
both K-Means and Fuzzy K-Means for image segmentation 
and proved that Fuzzy K-Means is better than K-Means due 
to the quality of the result provided by the Fuzzy K-Means 
approach. De-Sheng and Ming-Qin [10] applied Fuzzy 
K-Means algorithm for getting required information from the 
Internet. The search engine results can be clustered with 
satisfactory performance. The clustering takes place based 
on sentence similarity. Yang [11] has made an extensive 
survey of cluster analysis that involved both K-means and 
FKM algorithms. It does mean that it explored both soft and 
hard clustering. From the review, they concluded that the 
fuzzy clustering algorithms will have obvious performance 
gains over their counterparts that do not use fuzzy logic. 
However, they also consume more computational resources 
of the system.  

Vuda Sreenivasarao [12] has developed a model for 
improving academic performance evaluation of students 
based on data warehousing and data mining techniques that 
use soft-computing intensively. Valdés-Pasarón, Márquez 
and Ocegueda-Hernández [13] proposes a methodology 
using fuzzy logic to measure the quality of education by 
using quantitative and qualitative values with the hopes to 
develop criteria for the quality of education in a way closer to 
the realities of Latin American countries. Oyelade, 
Oladipupo and Obagbuwa [14] have implemented K-means 
clustering algorithm to analyze the academic performances 
of students on the basis of some pre set measures and the 
Euclidean distance as a measure of similarity distance which 
provide a simple and qualitative methodology to compare the 
predictive power of clustering algorithm was adopted. 

4. Brief on Fuzzy Logic and Fuzzy Set 
Theory 

The real world is complex; this complexity generally 
arises from uncertainty. Humans have unconsciously been 
able to address complex, ambiguous, and uncertain problems, 
thanks to the gift of thinking. This thought process is 
possible because humans do not need the complete 
description of the problem since they have the capability to 
reason approximately. With the advent of computers and 
their increase in computation power, engineers and scientists 
are more and more interested in the creation of methods and 
techniques that will allow computers to reason with 

uncertainty and vagueness. 
Fuzziness is a language concept; its main strength is its 

vagueness using symbols and defining them. Consider a set 
of tables in a lobby, in classical set theory, we would ask: Is it 
a table? And we would have only two answers, yes or no. If 
we code yes with a 1 and no with a 0, then we would have the 
pair of answers as (0, 1). At the end we would collect all the 
elements with 1 and have the set of tables in the lobby. We 
may then ask what objects in the lobby can function as a table? 
We could answer that tables, boxes, desks, among others can 
function as a table. The set is not uniquely defined, and it all 
depends on what we mean by the word function. Words like 
this have many shades of meaning and depend on the 
circumstances of the situation. Thus, we may say that the set 
of objects in the lobby that can’t function as a table is a fuzzy 
set, because we have not crisply defined the criteria to define 
the membership of an element to the set. Objects such as 
tables, desks, boxes may function as a table with a certain 
degree, although the fuzziness is a feature of their 
representation in symbols and is normally a property of 
models, or languages. 

Membership functions are mathematical tools for 
indicating flexible membership to a set, modeling and 
quantifying the meaning of symbols. They can represent a 
subjective notion of a vague class, such as chairs in a room, 
size of people, and performance among others. Commonly 
there are two ways to denote a fuzzy set. If X is the universe 
of discourse, and x is a particular element of X, then a fuzzy 
set A defined on X may be written as a collection of ordered 
pairs: 

A = {(x, µ A (x))}         :  x € X 

where each pair (x, µA(x)) is a singleton. 

5. Choosing between K-Means and 
Fuzzy K-Means Clustering Technique 
for Solving Complex Interrelated 
Problems 

Clustering is one of the data mining techniques that have 
been around to discover business intelligence by grouping 
objects into clusters using a similarity measure. Data Mining 
is the analysis of datasets that are observational, aiming at 
finding out unsuspected relationships among datasets and 
summarizing the data in such a noble fashion that are both 
understandable and useful to the data users [7]. Clustering is 
an unsupervised learning process that has many utilities in 
real time applications in the fields of marketing, biology, 
libraries, insurance, city-planning, earthquake studies and 
document clustering. Latent trends and relationships among 
data objects can be unearthed using clustering algorithms. 
Many clustering algorithms came into existence. However, 
the quality of clusters has to be given paramount importance. 

K-Means has been around for many years to discover 
patterns by grouping objects based on some similarity 
measure. It is faster and simple. However, it takes uniform 
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clusters and needs to know the number of clusters 
beforehand. Another important feature of K-Means is that it 
keeps an object into a specific cluster. However, in the real 
world an object might be closer to more than one cluster. The 
K-Means clustering is also known as hard clustering. 
K-Means is an algorithm to classify or to group your objects 
based on attributes/features into K number of group. 
K-Means or Hard C-Means clustering is basically a 
partitioning method applied to analyze data and treats 
observations of the data as objects based on locations and 
distance between various input data points. Partitioning the 
objects into mutually exclusive clusters (K) is done by it in 
such a fashion that objects within each cluster remain as 
close as possible to each other but as far as possible from 
objects in other clusters. K is positive integer number. The 
grouping is done by minimizing the sum of squares of 
distances between data and the corresponding cluster 
centroid. Thus the purpose of K-mean clustering is to 
classify data. Each cluster is characterized by its centre point 
i.e. centroid. The distances used in clustering in most of the 
times do not actually represent the spatial distances. In 
general, the only solution to the problem of finding global 
minimum is exhaustive choice of starting points. In a dataset, 
a desired number of clusters K and a set of k initial starting 
points, the K-Means clustering algorithm finds the desired 
number of distinct clusters and their centroids. A centroid is 
the point whose co-ordinates are obtained by means of 
computing the average of each of the co-ordinates of the 
points of samples assigned to the clusters. 

K-means clustering is most widely used clustering 
algorithm which is used in many areas such as information 
retrieval, computer vision and pattern recognition. K-means 
clustering assigns n data points into k clusters so that similar 
data points can be grouped together. It is an iterative method 
which assigns each point to the cluster whose centroid is the 
nearest. Then it again calculates the centroid of these groups 
by taking its average. K-means algorithm has the following 
steps precisely. 

Simply put, k-Means Clustering is an algorithm among 
several that attempt to find groups in the data. The pseudo 
code follows the following procedure. 

 
Initialize mi,  i = 1,…,k, for example, to k random xt  
Repeat  
  For all xt in X 
     bi

t  1 if || xt - mi || = minj || xt - mj ||      
     bi

t  0 otherwise 
  For all mi,  i = 1,…,k 
     mi  sum over t (bi

t xt) / sum over t (bi
t ) 

Until mi converge  
 
The vector m contains a reference to the sample mean of 

each cluster. x refers to each of our examples, and b contains 
our "estimated [class] labels". 

This can be explained as follow; 

1.  Form initial centroids based on the number of clusters 
(K) 

2.  Assign each object taken from the data set to the 
nearest centroid based on the data set distance from the 
centroid to complete the initial grouping process. 

3.  Then recalculate the new cluster centroids by the 
average of all data points that are assigned to the 
clusters. 

4.  Repeat the steps 2 and 3 until there is no need for the 
centroids to be adjusted. Thus, the final clusters are 
formed. 

Fuzzy K-Means which is known as soft clustering 
approach came into existence to overcome the limitations of 
k-means. According to YE Ping [8], Fuzzy K-Means is an 
improved form of K-Means algorithm which allows the 
degree of belonging. This improvement makes Fuzzy 
k-Means flexible enough and allows an object to belong to 
more than one cluster. Fuzzy K-Means has better utility in 
the real world applications than K-Means with respect to the 
quality of clusters. Coefficients are used to provide the 
degree of belongingness and they are defined as follows; 

x∑ 𝑛𝑛𝑛𝑛𝑛𝑛. 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑘𝑘=1  µ(x)=1 

In case of Fuzzy K-Means the mean of all points constitute 
the centroid. The objects are weighted by the degree in which 
they belong to a particular cluster. 

CenterK = ∑x µk(x)mx / ∑x µk(x)m 

Fuzzy K-Means has the following algorithm in execution 
precisely; 

1.  Choosing number of clusters 
2.  Assigning coefficients of points randomly for being in 

the clusters 
3.  Every time the coefficients’ change between two 

iterations is observed and the sensitivity threshold is 
considered. 

4.  This process continues until the convergence of the 
algorithm. 

6. Implementation 
Three basic semantic features of images are used in the 

experimentation of the proposed model. The features are 
color, texture and shape respectively. To extract blue color, a 
process of segmentation must first be carried, using [15] 
whose idea presents that an easier method for image 
segmentation is to disambiguate the RGB image into PQR as 
a form of expanded chromaticity, where P reprecent 
Perceived Brightness, Q; blue –yellow and R represent 
red-green. Other conventional colors such as red, blue, 
yellow, purple, torkorish, etc are also identified and a linear 
combination of them. This will mean that there can be a 
linear transformation of any colour to one of the 180 
reference colours either as one to one or as many to one. We 
can now use the K-means algorithm to perform clustering. 
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The outcome of the operation is the generation of X region 
where similar color is fused as clusters.  

Similarly, to identify the texture characteristics of the 
image, we use the Quasi Gabor filter [16] which has so far 
proven reliable for some feature identification. [17] [18] The 
image is classified according to the energy level and graded 
in the conventional frequency grades of f=n*2 where starting 
n is 1 thereby having 2,4,8,16,32 etc as the values of f. The 
orientation in degrees is identified and an average scores for 
each block taken. The image s are transformed into values 
which represent a set of straight line, curves and arcs. This is 
achieved by transforming the image into binary using 
B_spline and Bezier curve. This approach has also been 
suitably used in polygonal approximation.  

These features are then used in the formulation of an 
appropriate database for retrieval and experimental 
processes. Initiating the retrieval process, color properties 
such as contrast, light dark, simultaneous contrast e.t.c. were 
identified for each x and a production rule is defined. For 
texture, cluster centres were used to define the fuzzy rules 
and finally the shape used fuzzy production rule to calculate 
between the similarity of search shape and a given object.  

7. Experimental Results 
We hereby present the result of the experimental runs. 

Though many runs were used in the experiment but only 20 
can be effectively reported due to space and set up accuracy. 
We ensure the randomness of the sample over the same range 
of 6 to 14 is maintained with varying sample size. The 
Standard deviation and mean are reported. Varied SD was 
allowed in the first set of runs while the second set was fixed 
to 2. 

 

Set 1: Variable Standard Deviation  

Run:  1  2  3  4  5  6  7  8  9  10  

k:  6  7  11  6  11  6  10  7  7  8  

Iterative:  3  11  2  7  8  8  6  3  22  6  

Recursive:  8  8  9  8  9  8  8  8  8  8  

 

t 2: Fixed Standard Deviation = 2  

Run:  1  2  3  4  5  6  7  8  9  10  

k:  9  7  5  11  11  9  7  7  6  10  

Iterative:  8  8  14  21  10  11  7  4  2  5  

Recursive:  8  8  8  9  8  8  8  8  8  8 

Figure 1.  Experimental result 

The data shows the correctness of the algorithm in 
successful determination of K. Issues arises when the 

clusters are few and the iteration is short, the algorithm 
performs well considering that some of the means are 
incredible close.   

8. Conclusions 
Data classification has been an important area in many 

natural sciences field. Thus, the popularity of data clusters 
will not be a surprise to data scientist. Most algorithms, 
including the simple K-means, are admissible algorithms. 
This paper present algorithms suitable for image portioning 
based on their semantic features. Experimental set up was 
used to justify the performance of the algorithm in 
identifying a sample K cluster. Result shows that fuzzy k 
means performs better with limited data set as used in this 
paper. The outcome is impressing and the model show great 
prospect in the advancement of image retrieval and content 
analysis domain.  
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